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ABSTRACT OF THE DISSERTATION

The Nonparametric Measurement of Technical Efficiency Using Panel Data

by
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Doctor of Philosophy, Graduate Program in Economics
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In recent years, much attention has been made to the developments and extensions of technical efficiency measurement using panel data. The two major strands of research are deterministic (where all observations lie on one side of the frontier) and stochastic (where observations lie on both sides of the frontier) frontier measures. In this dissertation, the first chapter focuses on summarizing the existing research.

Although deterministic methods are often chosen over stochastic (parametric) measures because they do not assume a functional form, many econometricians disapprove of them because (in general) they lack statistical properties. Nonparametric kernel methods have the potential to satisfy both of these wants. The second chapter of the dissertation considers the problem of improving the estimation of the general one-way random effects (random effects procedures have been shown to perform well in this literature with most economic panel data) error component model (this development is a necessary first step which is needed in order to develop a nonparametric model for technical efficiency). We
propose the first fully nonparametric random effects kernel estimator and define its structure. In addition, we prove that the estimators are consistent and asymptotically normal. Our Monte Carlo exercises show that the estimator performs almost as well as the parametric estimator (in mean squared error) when the true technology is linear, but drastically outperform the parametric model when the technology becomes nonlinear.

These advances allow us, in the final chapter, to develop a nonparametric kernel procedure in order to estimate production (or cost) frontiers as well as estimate technical efficiency. We propose the estimator, define its structure and expose its properties. Further, we find through Monte Carlo exercises that when the technology is nonlinear that the nonparametric estimates of technical efficiency have higher correlation with the true inefficiencies. We then apply these techniques in order to estimate technical efficiency levels of 17 OECD economies.
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CHAPTER 1
THE MEASUREMENT OF TECHNICAL EFFICIENCY USING PANEL DATA

1 Introduction

Output-oriented technical efficiency refers to a firm’s ability to obtain maximum output from a given amount of inputs.\(^1\) Formally, the level of technical efficiency is measured by the distance a particular firm is from the production frontier. Thus, a firm that sits on the production frontier is said to be technically efficient. This concept is important to firms because their profits depend highly upon their value of technical efficiency. Two firms, that have identical technologies and inputs but different levels of technical efficiency, will have different levels of output. This will create a higher revenue for one firm although both have the same costs, obviously generating a larger profit for the more efficient firm.

The main reasons for examining technical efficiency as opposed to another type of efficiency are expressed by Kumbhakar and Lovell (2000). They state that technical efficiency is a purely physical notion that can be measured without recourse of price information and having to impose a behavioral objective on producers. It is well known that price data is often difficult to find and/or flawed. For this reason alone, one might decide to focus on technical efficiency. On the other hand, cost, revenue and profit efficiency are economic concepts whose measurement requires both price information and the imposition of an appropriate behavioral objective on producers.

\(^1\)This paper will examine output-oriented technical efficiency as opposed to input-oriented technical efficiency which refers to a firm’s ability to minimize inputs from a given amount of output. Note that Atkinson and Cornwell (1993) show that these two values are only the same under the assumption of constant returns to scale. Further note, unless otherwise stated, that output-oriented technical efficiency will be referred to as technical efficiency for the remainder of the paper.
In addition, measuring output based technical efficiency seems to be more relevant in real life scenarios. A firm could more easily attempt to increase output with a given amount of inputs rather than decrease inputs to produce a given amount of output. In many cases, inputs lack liquidity or are costly to eliminate (e.g. unemployment benefits).

This chapter will survey the developments of technical efficiency measurement using panel data. It will primarily focus on both deterministic (where all observations lie on one side of the frontier) and stochastic (where observations lie on both sides of the frontier) production frontiers as well as their extensions. A deterministic production frontier, also known as a non-stochastic or nonparametric production frontier, is constructed by a linear programming technique. This is the method most often used by those in microeconomics, management science or operational research.\(^2\) In contrast, the stochastic production frontier is constructed using econometric estimation. This method is most often used by econometricians.

Attempts to measure production frontiers empirically begin with Farrell (1957). In his pioneering work, Farrell provides a measure of productive efficiency as well as a definition for a production frontier. To obtain the production frontier, he uses a linear programming method. Subsequently, this method forms the basis of the Data Envelopment Analysis (DEA) method by Charnes, Cooper and Rhodes (1978).\(^3\)

The alternative to the deterministic frontier, the stochastic frontier, originated by

---

\(^2\)For a management science or an operational research approach, one should consult papers such as Charnes, Cooper, Lewin and Seiford (1994) for cross-sectional data and Tulkens and Vanden Eeckaut (1995) for panel data.

\(^3\)It may be more appropriate to call this method deterministic frontier analysis (DFA) since it was first developed by Farrell (1957), but due to the popularity of the term DEA, it will be used in the place of DFA throughout the remainder of the paper.
Meeusen and van den Broeck (1977) and Aigner, Lovell and Schmidt (1977), uses econometric methods to estimate the frontier. It is important to note that these first models concentrate on cross-sectional data and estimate technical efficiency using maximum likelihood estimation (MLE). Schmidt and Sickles (1984) point out three main difficulties concerning maximum likelihood (ML) methods and consistency of estimates from using cross-sectional data. First, technical efficiency of a particular firm can be estimated, but not consistently. Next, distributional assumptions are required about technical efficiency in order to estimate the model and separate technical efficiency from statistical noise. Finally, it may be incorrect to assume that efficiency is independent of the regressors. Each of these difficulties are potentially avoidable if a “satisfactory” panel data set is available.\(^4\)

The potential gains from using panel data to measure technical efficiency appear to be quite large. A panel obviously contains more information about a particular firm than does a cross-section of the data. Moreover, Schmidt and Sickles (1984) suggest that panel data will enable one to relax some of the strong assumptions that are related to efficiency measurement in the cross-sectional framework. Pitt and Lee (1981) extend the cross-sectional Maximum Likelihood (ML) technique to analyze a panel data set. Branching from this, Schmidt and Sickles (1984) apply random and fixed effects procedures on a panel toward the estimation of a stochastic production frontier in order to estimate time-invariant technical efficiency. Many papers are being published expanding from these works, some of which will be discussed in the third section.

The remainder of the chapter is roughly outlined in the following manner. Section 2

\(^4\)A “satisfactory” panel data set is one in which the number of cross-sectional units (or firms) is large and the time length of the panel tends toward infinity. However, this is not always the case. For the benefits and limitations of standard panel data and error correction models as well as econometric estimation, one should consult Hsiao (1986) or Baltagi (1995).
is devoted to studying deterministic frontiers, while section 3 will examine stochastic frontiers and their recent developments. Possible suggestions for future research will compose the fourth section and the conclusion makes up the final section.

2 Deterministic Frontiers

Farrell’s deterministic approach to estimating production functions spawned a number of similar formulations. Each of these having slightly different assumptions. The two main approaches are DEA, and the free disposable hull (FDH). DEA can be further broken into three separate subsets according to the assumption on the returns to scale. For each of these approaches, output-possibility sets and efficiency degrees in output for panel data will be given.

2.1 Data Envelopment Analysis

Efficiency is measured, in the DEA literature, by the distance between a production plan and the production frontier. Let

$$B^t = \{(u^t, x^t)\} \cup \{(0^M, 0^N)\},$$

such that $(u^t, x^t)$ is feasible and where $u$ are the $m = 1, 2, ..., M$ outputs, $x$ are the $n = 1, 2, ..., N$ inputs and $t$ are the $t = 1, 2, ..., T$ time periods, represent a set of actually observed production plans. A production plan in the interior of the production frontier is considered inefficient, while a point on the frontier is considered efficient.\(^5\)

To construct the production frontier, three assumptions must be established. First,

\(^5\)Some in the literature refer to the point on the empirical production frontier to be a “best practice” point. This is because it is often argued that no realistic firm can possibly be 100% efficient. Note that although this notion of efficiency is implausible and should be replaced with “best practice”, the term efficiency will be used in its place throughout the paper as to follow the trend of the literature.
every observed production plan belongs to the production set. This makes the DEA analysis a deterministic one. Second, any unobserved production plan that is weakly dominated by another production plan is also part of the production set. This assumption allows for free disposability. The third assumption concerns the issue of combinations of production plans and has several different forms. The form of the third assumption will determine the assumed returns to scale. This will often affect the calculated levels of efficiency.

If the returns to scale are assumed to be constant then the third assumption would read: every unobserved production plan that is a linear combination of production plans is itself part of the output-possibility set. In conjunction with the first two assumptions, the panel data output-possibility set is given by

\[ P_{CRS}^{t}(x^{t} | M^{t}, N^{t}) = \{ u^{t} \in R_{+}^{M} | u^{t} \leq z^{t} M^{t} \land z^{t} N^{t} \leq x^{t}, z^{t} \in R_{+}^{N} \}, \]  

(2)

where \( z^{t} \) are the slack variables.

Similarly, if the returns to scale are assumed to be non-increasing, then the third assumption states; every unobserved production plan which is a convex combination of production plans, including the origin, also belongs to the output-possibility set. The new output-possibility set is defined as

\[ P_{NRS}^{t}(x^{t} | M^{t}, N^{t}) = \{ u^{t} \in R_{+}^{M} | u^{t} \leq z^{t} M^{t} \land z^{t} N^{t} \leq x^{t}, z^{t} \in R_{+}^{N} \land \sum_{n} z^{t} \leq 1 \}. \]

(3)

The final variation of the returns to scale assumption is that of variable returns. The third assumption is similar to the previous except that the origin is no longer included in the output-possibility set. The output-possibility set becomes
\[ P_{\text{VRS}}^t(x^t|M^t, N^t) = \{ u^t \in R_+^M | u^t \leq z^t M^t \land z^t N^t \leq x^t, z^t \in R_+^N \land \sum_n z^t = 1 \}. \] (4)

Tulken and Vanden Eeckaut (1995) describe this set as the convex free disposal hull of the data.\(^6\)

Now that the essential groundwork has been laid, the numerical measurement of efficiency can be obtained. In order to determine an output efficiency degree relative to a DEA CRS output-possibility set, the optimal \( \lambda^{ts} \) must be obtained from the following problem

\[
\begin{align*}
\min_{\lambda^t, z^t} & \quad \lambda^t \\
\text{subject to} & \quad \frac{u^t}{\lambda^t} \leq z^t M^t \\
& \quad z^t N^t \leq x^t \\
& \quad z^t \geq 0.
\end{align*}
\] (5)

Note that \( \lambda^{ts} \leq 1 \), but that it is feasible that \( \lambda^{ts} = 1 \). When the equality holds the firm is said to be efficient. The efficiency degree in output relative to the \( P_{\text{CRS}}^t \) output-possibility set is

\[ E_{\text{CRS}}^t(u^t, x^t|M^t, N^t) = \lambda_{\text{CRS}}^{ts}. \] (6)

If

\[ \sum_n z^t \leq 1, \]

\(^6\)In comparing the three methods, it should be noted that \( P_{\text{CRS}}^t \supseteq P_{\text{NRS}}^t \supseteq P_{\text{VRS}}^t \). These are obviously formed by the differences in the third assumption.
is added to the bottom of the problem, then the efficiency degree in output relative to the $P_{NRS}^t$ output-possibility set is

$$E_{NRS}^t(u^t, x^t| M^t, N^t) = \lambda_{NRS}^t.$$ (7)

Finally, to find the efficiency degree in output relative to the $P_{VRS}^t$ output-possibility set, the final line of the maximization problem is replaced by

$$\sum_n z^t = 1,$$

and the efficiency degree is

$$E_{VRS}^t(u^t, x^t| M^t, N^t) = \lambda_{VRS}^t.$$ (8)

2.2 Free Disposable Hull

Not everyone is comfortable with the third assumption in the DEA framework. Convexity and/or the returns to scale assumptions seem too restrictive to some authors.

In contrast, the FDH has nearly identical modeling features and properties, except that it omits a third assumption. The FDH output-possibility set for panel data is

$$P_{FDH}^t(x^t| M^t, N^t) = \{ u^t \in R_+^M | u^t \leq z^t M^t \land z^t M^t \leq x^t, \sum_n z^t = 1 \land z^t \in \{0,1\} \}.$$ (9)

Similar to DEA, the FDH production set is deterministic and as indicated by its name, also allows for free disposability.

When determining output efficiency from the output-possibility set, the processes is nearly identical to the DEA measures except that this additional line is added to the previous maximization problem.
\[ z^t \in \{0, 1\}. \]

In addition, the measure of output efficiency is quite similar and is

\[
E_{FDH}^t(u^t, x^t|M^t, N^t) = \lambda_{FDH}^t.
\]

This measure is less than or equal to one. Again, a value of one deems a particular firm to be completely efficient.

### 2.3 Comparison

It has been well documented that the three forms of DEA are quite similar, but they collectively differ from the FDH technique. The main difference between the two approaches is how they define an efficient production set. The linear programming technique used in DEA attempts to measure the distance from the frontier of a convex envelope of the data. While the first two assumptions deal with dominance, the third may deem an undominated production plan inefficient because it does not lie on the convex envelope. In contrast, the FDH is more concerned with dominance than with distance. It only deems production plans which are dominated by other production plans to be inefficient.\(^7\) Thus, the number of firms deemed efficient by the FDH is greater than or equal to those by each of the DEA models.

The difference between these formulations is also important from a managerial point of view. Some authors (see De Borger and Kerstens (1996), and Vanden Eeckaut, Tulkens and Jamar (1993)) argue that DEA calls inefficient too many observations because of the convexity assumptions. They argue that the assumptions, which often

\(^7\)For a graphical representation see Fare, Grosskopf and Lovell (1994).
have no *a priori* support, fail to recognize local nonconvexities. Further, they attempt to discredit DEA models by stating that their comparison technique is flawed. Specifically due to the convexity assumptions, an inefficient observation is often compared to an unobservable and fictitious linear combination of efficient observations. Hence, it is illogical to claim that a firm can be dominated by another which does not exist. In contrast, the FDH reference technology is not vulnerable to this critique. It relates each inefficient observation to a single dominating observation.

On the other hand, others feel that the FDH allows for too many efficient observations. In the FDH framework, an observation with epsilon amount less of a particular input and a substantial amount less of output than an efficient firm may be deemed efficient, whereas that firm would be considered to be highly inefficient by DEA.

### 2.4 Statistical Inference

Discussion as to whether one methodology dominates another is not the only argument surrounding deterministic frontiers. The fact that the frontiers are deterministic is considered to be its main flaw by its skeptics. Many, including some econometricians, disapprove of the DEA and FDH type measures because they have been assumed to be non-stochastic and thus lacking statistical properties.

Recent advances in the literature model these so-called deterministic estimators in a statistical sense. Simar and Wilson (2001) use a bootstrapping method to assess the uncertainty about distance to the true production frontier from a relatively small number of points in the production set. In addition, they estimate confidence intervals for each observation. They do note that, in the case of the confidence intervals, samples containing many hundreds of thousands of observations would likely be infeasible due to the bootstrapping technique used. Although the usefulness of statistical inference
in deterministic frontiers to measure efficiency in panel data models appears to be promising, there needs to be significant work in this area.\textsuperscript{8}

3 Stochastic Frontiers

Apart from some of the recent deterministic frontier research, the primary method of estimating a stochastic frontier is through econometrics. In addition to the stochastic aspect, there are several other features which distinguish the two methods from one another. As is discussed in Heshmati (1994), in the deterministic framework, the variations in firms performance are all attributed to inefficiency. This is problematic because often measurement errors, omitted variables and exogenous shocks are lumped into that measurement. Alternatively, in the econometric approach, by placing parameters in the error term, these and other effects can be distinguished from inefficiency. Another primary difference is that generally the econometric model specifies a specific functional form. The quality of the efficiency measurements are highly dependent on whether or not the functional form represents the true model. Gong and Sickles (1992) show that the stochastic model outperforms the DEA model, which needs no \textit{a priori} specification of functional form, when the econometric model employed is close to the given underlying technology.\textsuperscript{9}

Although little effort is being put forth into capturing a true technology, much re-

\textsuperscript{8}Simar and Wilson (2000) and (2001) offer an in depth survey of this subject.

\textsuperscript{9}Gong and Sickles (1992) use monte carlo experiments to compare DEA with several econometric techniques. They summarize the performance of the estimators by using the correlation and rank correlation coefficient between the true and estimated inefficiencies. These measure the degree to which deterministic and stochastic efficiency estimates are in accordance with the true data generating process (DGP). In the stochastic frontiers, the choice of functional form in characterizing an underlying technology is shown to be important in deriving unbiased information about the firm-specific technical efficiency. Further, the experimental evidence suggests that the tracking ability of either the deterministic or stochastic techniques deteriorates rapidly as the true technology becomes more complex.
search is devoted to finding the correct form of the error component. This section of
the proposal will examine both time variant and time invariant measures of technical
efficiency. Each topic will include estimation by random effects (RE), fixed effects
(FE) and MLE. Following that, there will be a discussion on how heteroskedasticity
affects each of these cases, and finally a discussion on the recent developments.

3.1 Time Invariant

The original time invariant efficiency model is written as

\[ y_{it} = \alpha + \sum_k \beta_k x_{kit} + \varepsilon_{it}, \]  

(11)

where

\[ \varepsilon_{it} = v_{it} - u_i \]  

(12)

\[ i = 1, 2, ..., N \]
\[ t = 1, 2, ..., T \]
\[ k = 1, 2, ..., K, \]

where \( i \) indexes the firms, \( t \) indexes the time periods and \( k \) indexes the inputs. The
endogenous variable \( y_{it} \) is output and the exogenous variables \( x_{kit} \) are \( K \) different in-
puts. The \( v_{it} \) random variables are assumed to be independent, uncorrelated with the
regressors and often assumed to be normally distributed. Technical inefficiency is rep-
resented by \( u_i \). The properties of \( u_i \), other than it being non-negative, are determined
by the specific model.

3.1.1 Random Effects

In the RE model, the \( u_i \) are assumed to be randomly distributed with a constant
mean and variance. They are also assumed to be independent of both the random
errors and the regressors. Being that inefficiency can only take non-negative values, the distribution of \( u_i \) is often assumed to be half-normal, truncated normal, gamma or exponential.

Since the mean of \( u_i \) is often non-zero, estimation of technical efficiency is biased without the following modification for the RE model

\[
\alpha^* = \alpha - E(u_i) \\
= \alpha - \mu
\]

\[
u_i^* = u_i - E(u_i) \\
= u_i - \mu,
\]

where the \( u_i^* \) are iid with mean zero. The new model becomes

\[
y_{it} = \alpha^* + \sum_k \beta_k x_{kit} + v_{it} - u_i^* .
\]

Estimation can now be implemented using the standard two step generalized least squares (GLS) method. The values of \( u_i^* \) are estimated by the residuals using the feasible generalized least squares (FGLS) estimates of \( \alpha^* \) and \( \beta_k^* \), thus

\[
\hat{u}_i^* = \hat{\theta} \sum_t \hat{v}_{it},
\]

where

\[
\hat{\theta} = \left( \frac{\hat{\sigma}_u^2}{\hat{\sigma}_v^2 + T \hat{\sigma}_u^2} \right),
\]
and

$$\tilde{v}_{it} = y_{it} - \hat{\alpha} - \sum_k \hat{\beta}_k x_{kit}. \quad (16)$$

The estimates of $u_i$ are obtained by

$$\hat{u}_i = \max_i \hat{u}_i^* - \hat{u}_i^*. \quad (17)$$

This formulation ensures that at least one observation is considered to be efficient. These estimates are consistent as $N$ and $T$ tend towards infinity.

Technical efficiency is then measured in one of two ways: if the production function is defined in levels, then Battese and Coelli (1988) state that technical efficiency for the $i$th firm should be measured (for a single input) by

$$TE_i = (\pi_i \hat{\beta} - \hat{u}_i)(\pi_i \hat{\beta})^{-1}, \quad (18)$$

Alternatively, if the production function is defined in terms of logarithms then the suggested measure is

$$TE_i = \exp(-\tilde{u}_i), \quad (19)$$

The values of which obviously range between 0 and 1. It should be noted that GLS is most appropriate when $N$ is large because consistent estimation of $\sigma_u^2$ requires $N$ to go to infinity. Schmidt and Sickles (1984) show that when $N$ is small, GLS is useless unless $\sigma_u^2$ is known a priori. They also illustrate that when both $N$ and $T$ are large, GLS is feasible, but less efficient than the within estimator.
3.1.2 Fixed Effects

The technique used with the within estimator requires that $u_i$ be fixed. This sets the basis for the FE model. The model is similar to the RE model except now the $u_i$ term is subtracted from the overall intercept. The model becomes

$$y_{it} = \alpha_i + \sum_k \beta_k x_{kit} + v_{it},$$

where

$$\alpha_i = \alpha - u_i.$$  \hspace{1cm} (21)

In this model, the $u_i$ are again assumed to be non-negative, but no independence or distributional assumptions are made. The within estimator is obtained by applying the within transformation, in which each variable is expressed in terms of deviations from its mean

$$y_{it} - \bar{y}_i = \sum_k \beta_k (x_{kit} - \bar{x}_{ki}) + v_{it}.$$ \hspace{1cm} (22)

The $N$ intercepts $(\alpha - u_i)$ are recovered from the residuals. Then the $u_i$ are estimated by

$$\hat{u}_i = \hat{\alpha}_i - \max_i \hat{\alpha}_i.$$ \hspace{1cm} (23)

Obviously, the $\hat{u}_i$ are non-negative and firm specific technical efficiency can again given by (18) or (19).

One of the drawbacks of the FE model is that although the estimates of the $\beta_n$’s are consistent as either $N$ or $T$ go to infinity, the estimates of the $\alpha_i$’s are only consistent as $T$ tends towards infinity. This is often not the case in economic panel data sets.
In addition, even in the case that $T$ does tend towards infinity; it makes little sense to assume that technical efficiency will remain time invariant. Further, not only does the FE model capture the variation across producers, but it also captures the effects of all phenomenon (regulatory environment) that vary across producers, but are time invariant for each producer.

There are also advantages to choosing the FE model. Kumbhakar and Lovell (2000) show that besides its simplicity benefit, consistency does not depend on the distribution or independence of the variables. This could be potentially important since it seems quite possible that if a firm knows its level of inefficiency, its input values may be affected by that knowledge.\footnote{10}

3.1.3 Maximum Likelihood Estimation

The previous methods allow one to avoid strong distributional or independence assumptions. However, when these assumptions are reasonable within a particular panel, MLE is plausible.\footnote{11} Although several distributional assumptions can be made for the error terms, the following will be used throughout the rest of this paper for MLE cases

\begin{align*}
v_{it} & \sim iid \ N(0, \sigma^2_v) \\
u_i & \sim iid \ N^+(\mu, \sigma^2_u),
\end{align*}

\footnote{10}{A test may determine which model is appropriate for a particular panel data set. The Hausman-Taylor test allows one to test the uncorrelated hypothesis. This test by Hausman and Taylor (1981), based on the test by Hausman (1978), tests the significance between the within estimator and the GLS estimator.}

\footnote{11}{Refer to Kumbhakar (1987) or Battese and Coelli (1988) for a more in depth analysis.}
where $v_{it}$ and $u_i$ are independent of one another and the regressors. The log likelihood function for the normal-truncated normal case is

$$\ln L = c - \frac{N(T-1)}{2} \ln \sigma_v^2 - \frac{N}{2} \left( \sigma_v^2 + T \sigma_u^2 \right) - N \ln \left[ 1 - \Phi \left( -\frac{\mu}{\sigma_u} \right) \right] - \frac{1}{2} \sum_i \ln \left[ 1 - \Phi \left( -\frac{\mu}{\sigma_u} \right) \right] - \frac{1}{2} \sum_i \varepsilon_i^2 \varepsilon_i^2 - \frac{N}{2} \left( \frac{\mu}{\sigma_u} \right)^2 + \frac{1}{2} \sum_i \left( \frac{\mu}{\sigma_u} \right)^2,$$

where

$$\bar{\mu}_i = \frac{\mu \sigma_v^2 - T \varepsilon_i \sigma_u^2}{\sigma_v^2 + T \sigma_u^2},$$

$$\sigma_*^2 = \frac{\sigma_u \sigma_v^2}{\sigma_v^2 + T \sigma_u^2},$$

$$\bar{\varepsilon}_i = (T)^{-1} \sum \varepsilon_{it},$$

where $\bar{\mu}_i$ is a weighted mean for each $i$, $\sigma_*^2$ is a weighted variance term and $\bar{\varepsilon}_i$ is the average of $\varepsilon_{it}$. The conditional distribution of $u$ given $\varepsilon$ is

$$f(u|\varepsilon) = \frac{f(u,\varepsilon)}{f(\varepsilon)} = \frac{\exp \left( -\frac{(u-\bar{\mu})^2}{2\sigma_*^2} \right)}{(2\pi)^{\frac{1}{2}} \sigma_* \left[ 1 - \Phi \left( -\frac{\mu}{\sigma_*} \right) \right]},$$

where $\Phi$ denotes the distribution function of the standard normal random variable. After these have been derived, then either the mean or mode of the distribution can be used to help define producer specific estimates of time invariant technical efficiency. The mean and mode are listed as

$$E(u_i|\varepsilon_i) = \bar{\mu}_i + \sigma_* \left( \frac{\phi \left( -\frac{\mu}{\sigma_*} \right)}{1 - \Phi \left( -\frac{\mu}{\sigma_*} \right)} \right),$$

$^{12}$ $N^+(\mu, \sigma_*^2)$ defines a truncated normal distribution with mean $\mu$, and variance $\sigma_*^2$. 

16
where $\phi$ represents the density function for the standard normal random variable, and

$$M(u_i|\varepsilon_i) = \begin{cases} \bar{\mu}_i & \text{if } \bar{\mu}_i \geq 0 \\ 0 & \text{otherwise} \end{cases}$$

(26)

respectively. These values are again substituted into (18) or (19) to determine producer specific technical efficiency.\(^{13}\)

### 3.2 Time Variant

Schmidt (1988) shows that time invariant technical efficiency is an attractive assumption, but on the other hand is a restrictive one. It seems quite implausible to assume that technical efficiency would remain constant over a prolonged period of time when the environment is competitive. When the panels are short, it may make sense to assume time invariant technical efficiency. Panels now have increased time length and when a “satisfactory” size panel is available, there seems to be little reason to assume $u_i$ to be time invariant.

The time variant model is written like (11), with a similar error component, except that the $u$ term is now indexed with $t$ as well as $i$. The equations are again combined as in (20). The time variant model is

$$y_{it} = \alpha_{it} + \sum_k \beta_k x_{kit} + v_{it},$$

(27)

where

$$\alpha_{it} = \alpha - u_{it}.$$  

(28)

\(^{13}\)It should be noted that MLE is generally more efficient than the other methods of estimation due to its exploitation of the distributional assumptions. See Kumbhakar and Lovell (2000) for more details on MLE and its comparison to the other two methods.
The problem with this specification is that with an $N \times T$ panel, it is impossible to estimate all of the $N \cdot T$ intercepts, the $K$ slopes and $\sigma^2_v$. To avoid this problem, Cornwell, Schmidt and Sickles (1990) replace $\alpha_{it}$ with a flexible parameterized function of time with parameters that vary over time. The quadratic form of this is

$$\alpha_{it} = \theta_{i1} + \theta_{i2}t + \theta_{i3}t^2.$$  \hfill (29)

As a result, only $N \cdot 3$ intercepts need to be estimated with this setup. Additionally, the ratio of parameters to be estimated to the number of observations is $\frac{(3N + K + 1)T}{N}$.

### 3.2.1 Random Effects

The RE model is estimated in almost exactly the same manner as the time invariant case. The GLS estimator is used and consistency hinges on the uncorrelatedness of $u$, $v$ and the regressors. For a large $T$, it has the same properties as the time invariant model and is less efficient than the FE method.

### 3.2.2 Fixed Effects

The FE model has two methods for obtaining technical efficiency depending on the size of $\frac{N}{T}$. If the ratio is relatively large, then the $u_{it}$’s are deleted from the above equation. The slopes are estimated from the residuals, and the residuals are regressed on a constant, $t$ and $t^2$ to obtain the estimates of $\theta_{i1}$, $\theta_{i2}$ and $\theta_{i3}$. This procedure will produce a value for $\hat{\alpha}_{it}$ being

$$\hat{\alpha}_{it} = \hat{\theta}_{i1} + \hat{\theta}_{i2}t + \hat{\theta}_{i3}t^2.$$  \hfill (30)

Alternatively, if $\frac{N}{T}$ is relatively small, then the $u_{it}$’s are included in the model. In this case, the parameters of (29) are estimated as the coefficients of dummies. This will
give a similar estimated form of the intercepts. The estimated intercepts determine \( \hat{u}_{it} \), which is equal to

\[
\hat{u}_{it} = \max_i \hat{\alpha}_{it} - \hat{\alpha}_{it}.
\] (31)

Finally, technical efficiency for a specific firm in period \( t \), in the logarithmic case, is defined to be

\[
TE_{it} = \exp(-\hat{u}_{it}),
\] (32)

and analogously in levels is defined to be (for a single regressor)

\[
TE_{it} = (x_i \hat{\beta} - \hat{u}_{it})(x_i \hat{\beta})^{-1}.
\] (33)

3.2.3 Alternative Formulations

There are alternative formulations for modeling the time varying \( u_{it} \). Lee and Schmidt (1993) specify \( u_{it} \) as

\[
u_{it} = \alpha(t)u_i,
\] (34)

where \( \alpha(t) \) is a function of time dummy variables. It is obvious that the initial model is a special case of (34). Kumbhakar (1990) specifies a form of \( \alpha(t) \) to be

\[
\alpha(t) = (1 + \exp(\gamma t + \delta t^2))^{-1},
\] (35)

where

\[
0 \leq \alpha(t) \leq 1
\]
and $\alpha(t)$ can be monotonically increasing or decreasing, concave or convex depending on the signs and magnitudes of the parameters. Kumbhakar (1990) and Battese and Coelli (1992) specify a form of $\alpha(t)$ to be

$$\alpha(t) = \exp(-\gamma(t - T)), \quad (36)$$

where $\alpha(t)$ is non-negative and decreasing at an increasing rate if $\gamma > 0$, increasing at an increasing rate if $\gamma < 0$ and constant if $\gamma = 0$.

### 3.2.4 Maximum Likelihood Estimation

Although some of these formulations are estimated with RE and FE methods, the majority are estimated though ML procedures. Again, if the independence and distribution assumptions are reasonable, the ML methods can be used. Note that the Kumbhakar (1990) and Battese and Coelli (1992) method will be discussed since it deals with the normal-truncated normal case. Further note that the steps are similar to those of the time invariant case. Log likelihood functions are derived, the conditional distributions are determined and the mean and mode for $u_i$ given $\varepsilon_i$ are

$$E(u_i|\varepsilon_i) = \mu_{si} + \sigma_{**} \left( \frac{\phi\left(\frac{-\mu_{si}}{\sigma_{**}}\right)}{1 - \Phi\left(\frac{-\mu_{si}}{\sigma_{**}}\right)} \right)$$

and

$$M(u_i|\varepsilon_i) = \begin{cases} u_i^* & \text{if } \sum_{t} \alpha(t) \varepsilon_{it} \geq 0 \\ 0 & \text{otherwise} \end{cases} \quad (38)$$

where

$$\mu_{si} = \frac{\mu \sigma_v^2 - \alpha' \varepsilon_i \sigma_u^2}{\sigma_v^2 + \alpha' \alpha \sigma_u^2}$$
\[
\sigma_{xx}^2 = \frac{\sigma_u^2 \sigma_v^2}{\sigma_v^2 + \alpha' \alpha \sigma_u^2}
\]

\[
\alpha' = (\alpha(1), \alpha(2), \ldots, \alpha(T)),
\]

where the variables \(\mu_{xi}\) and \(\sigma_{xx}^2\) have similar interpretations as before. Note that the time invariant case is a special case of this setup when \(\gamma = 0\). Further note that any of the previously defined \(\alpha\)'s can be used. Firm specific technical efficiencies are derived by placing (37) and (38) into (18) or (19), as previously discussed.\(^{14}\)

### 3.3 Heteroskedasticity

The results of these models rely heavily on somewhat strict assumptions. As in the cross-sectional framework, these models assume that the variance of the error components are homoskedastic. In the classical linear regression model (CLRM), the Gauss-Markov assumptions require that the variance of the error term be constant. Many times the errors are not homoskedastic and the variances change drastically between observations. In the CLRM, heteroskedasticity causes estimates to be inefficient, although unbiased and consistent. Heteroskedasticity is possibly a larger problem in the error component model. It can appear in either component or in both, therefore affecting inferences dealing with technical efficiency. This section will analyze these cases in both the time invariant and time varying framework. When and if

\(^{14}\)The following method of moments estimator can be found in Kumbhakar and Lovell (2000). The MM model is \(\ln y_{it} = \alpha - \delta_t \sqrt{\frac{2}{\pi}} \sigma_n + \sum_k \ln x_{kit} \beta_k + v_{it} - (u_{it} - E(u_{it}))\), this further decomposes to \(\ln y_{it} = \delta^*_i + \sum_k \ln x_{kit} \beta_k + v_{it} - u^*_{it}\). Where \(u_{it} = u_i \delta_t\) and \(E(u_{it}) = \delta_t \sqrt{\frac{2}{\pi}} \sigma_n\). To estimate the model, ordinary least squares estimation is first performed on the decomposed model with time dummies added. The coefficients of the time dummies are the \(\delta^*_i\)'s. Then the residuals are used to compute the third moment for each \(t\) which are \(m_{3t} = \delta_t^3 E(u_i - E(u_{it}))^3\). From this, \(\delta_t\) is defined to be \(\delta_t = \sigma_{n}^{-1} \left( \frac{m_{3t}}{\sqrt{\frac{2}{\pi}}} \left(1 - \frac{4}{\pi}\right)^{-1} \right)^{\frac{1}{3}}\). Normalization of \(\delta_1 = 1\) allows for the estimates of \(\sigma_n\) and \(\delta_t\) to be obtained. These further allow for the estimation of \(\alpha_i, \delta_t\) and \(\sigma_v^2\) which finally allow for the estimates of \(u_i\), from which either the mean or mode of \(u_i\) conditional upon \(\varepsilon_i\) ultimately determines technical efficiency.
estimates of \( u_i \) and \( u_{it} \) are found, they can be used to estimate firm specific technical efficiency by using (18), (19) or (32), (33) as outlined before.

### 3.3.1 Time Invariant

Recall the previously discussed time invariant model (27). If heteroskedasticity is introduced into \( v_{it} \), then the specification of the error component becomes

\[
v_{it} \sim iid \ N(0, \sigma^2_{v_i}).
\]

Independence is again assumed between the error components and between the error components and the regressors. Estimation is performed by GLS if \( \sigma^2_{v_i} \) and \( \sigma^2_u \) are known. If not, then they must be estimated. The estimation of \( \sigma^2_u \) is the same as in homoskedastic case and \( \sigma^2_{v_i} \) is estimated by

\[
\hat{\sigma}^2_{v_i} = (T)^{-1} \sum_t \hat{\varepsilon}^2_{it},
\]

where \( \hat{\varepsilon}_{it} \) are the residuals from the within transformed model. The estimates of \( u_i \) are

\[
\hat{u}_i = \max_i (\xi_i - \bar{\varepsilon}_i), \quad (39)
\]

where

\[
\bar{\varepsilon}_i = (T)^{-1} \sum_t (y_{it} - \hat{\alpha} - \sum_k \hat{\beta}_k x_{kit}),
\]

where \( \hat{\alpha} \) and \( \hat{\beta}_k \) are the GLS estimates.\(^{15}\)

The FE approach is slightly different. The only assumptions are that

\[
v_{it} \sim iid \ N(0, \sigma^2_{v_i})
\]

\(^{15}\)A similar method for the cost function is presented in Kumbhakar (1997).
and that

\[ u_i \geq 0. \]

The estimates for \( u_i \) are given by (23), the same as the homoskedastic case. It can be argued that failing to recognize heteroskedasticity in \( v_{it} \) may not be a serious problem in this situation.

This may not be the case in the MLE method. Although it is true that under certain conditions ML techniques are available, they are considered impractical unless \( \frac{N}{T} \) is relatively small. If it is true that the ratio \( \frac{N}{T} \) is relatively small, then the steps of estimation are similar to those in the time invariant section.\(^16\)

Alternatively, when the \( u_i \) term is heteroskedastic, the majority of the methods are either impractical or impossible. The FE method is obviously impossible since the \( u_i \) term cannot be fixed and heteroskedastic. In the RE model, the ordinary least squares (OLS) procedure cannot be performed since the unconditional expectation of \( u_i \) (the intercept term \( \alpha - E(u_i) \)) is firm specific, the form of which depends on the distribution of \( u_i \). This causes the OLS estimates to be biased and inconsistent. The MLE method is again impractical unless the ratio \( \frac{N}{T} \) is relatively small.\(^17\)

Similar difficulties occur for both the RE and FE methods when both \( v_{it} \) and \( u_i \) are heteroskedastic. Again, their estimators are impractical. MLE is plausible under certain conditions but is dominated by a methods of moments (MM) approach.

\(^{16}\)Additional information including a method of moments estimator similar to the one discussed in a previous footnote can be found in Kumbhakar and Lovell (2000).

\(^{17}\)The only alternative is the method of moments estimator described in Kumbhakar and Lovell (2000).
3.3.2 Time Variant

Heteroskedasticity becomes an even bigger problem in the time varying case. Recall that the model of Kumbhakar (1990) and Battese and Coelli (1992), it is still of the form (27) and \( \alpha_{it} \) is again measured by (34). Further, \( v_{it} \) and \( u_{it} \) are assumed to be random. Many difficulties arise when attempting to estimate the model under a heteroskedastic \( v_{it} \). Under the usual assumptions of the error components, the ML approach may be impractical if either \( N \) or \( T \) are large. This is because there are \( N \) variance parameters and \( T - 1 \) efficiency parameters to be estimated. Although possible, the ML approach is dominated by a MM estimator. As in the previous section, when \( u_i \) is heteroskedastic or when both \( v_{it} \) and \( u_{it} \) are heteroskedastic, the ML estimator is impractical and a MM estimator dominates.\(^{18}\)

3.4 Recent Developments

Currently, many extensions are being posed to improve the estimation and measurement of technical efficiency. Some of these are being accepted, others are not. This section briefly reviews three of these extensions.

3.4.1 Firm Specific and Time Specific Effects

The imposition of time varying technical efficiency is not sufficient for some authors. Kumbhakar (1991) devises a way to separate firm specific and time specific effects from technical efficiency. Kumbhakar argues that without these effects, the estimates of \( u_{it} \) are biased. The model again is

\(^{18}\)The steps of which are only slightly different from the time invariant case found in Kumbhakar and Lovell (2000).
\[ y_{it} = \alpha + \sum_k \beta_k x_{kit} + \varepsilon_{it}, \] (40)

but now where

\[ \varepsilon_{it} = \mu_i + \lambda_t + v_{it} - u_{it}, \] (41)

where \( \mu_i \) is the firm specific effect, \( \lambda_t \) is the time specific effect and the rest of the variables have their usual interpretations. MLE can be implemented with the usual distribution and independence assumptions.\(^{19}\)

### 3.4.2 Bayesian

Another recent development in the literature is that of Bayesian estimation. The basic panel data stochastic frontier model (11) is the same. The FE approach yields the same estimates of \( u_i \) (23) and firm specific technical efficiency is again measured by (18) or (19). The only problem with this approach, as pointed out by Koop, Osiewalski and Steel (1997), is that the FE model favors low efficiency. In contrast, the Bayesian RE model has an advantage such that it can distinguish \( u_i \) from the intercept. In addition it is also possible to estimate absolute efficiency as opposed to relative efficiency.\(^{20}\)

### 3.4.3 Long Run Inefficiency Levels

Another interesting advancement is that of the study of long run (LR) efficiency levels. Ahn, Good and Sickles (2000) take a dynamic frontier approach. Their approach not

\(^{19}\)Those interested in a further discussion, including estimation, should consult Heshimati and Kumbhakar (1994).

\(^{20}\)Kim and Schmidt (2000) offer a more in-depth description and a comparison between Bayesian and Classical approaches.
only differs from the previous models because of the dynamic portion, but also because past models only analyzed short run (SR) dynamics. The model for the LR at first glance appears to be the same as (27), except now the \( u_{it} \) term is defined as

\[
u_{it} = (1 - \rho_i)u_{i(t-1)} + \eta_{it}, (42)\]

where

\[E(\eta_{it}) = \kappa_i > 0.\]

Each firm's inefficiency follows an autoregressive of order one (AR(1)) process, where \( \rho_i (0 \leq \rho_i \leq 1) \) measures firm \( i \)'s ability to adjust its last period's inefficiency level. \( \eta_{it} \) is a non-negative random noise and \( \kappa_i \) is a positive constant for each \( i \).\(^{21}\)

4 Conclusion

This chapter surveys a wide variety of methods to measure technical efficiency from panel data. First were the deterministic approaches of DEA and the FDH. The discussion regarding the difference between the two approaches causes this author to conclude that although there are some strict assumptions in DEA, it appears to have a more intuitive result. In addition, if a continuum of firms existed it seems plausible that the FDH and DEA frontiers would be identical. Following that was a brief look at the statistical inference methods in deterministic frontiers. This appears to be the next major area of research within the deterministic frontiers.

Next were the stochastic approaches estimated with econometrics. These focused on both time invariant and time variant technical efficiency. Models were estimated by RE, FE and MLE. In addition, heteroskedasticity was introduced into the error

\(^{21}\)Estimation and an empirical example can be found in Anh, Good and Sickles (2000).
components and analyzed by each method. The FE models appear to be promising due to their generality, but RE models often perform best with “typical” economic panel data.

Finally, extensions from these models were presented. Perhaps more interesting than those, would be an attempt to merge the benefits of deterministic and stochastic frontiers. Applying nonparametric kernel methods to the stochastic frontier literature could give the flexibility enjoyed by DEA and FDH as well as the stochastic element beloved by econometricians. Although no conclusions can be drawn from this thought, an answer to whether one method dominates the other may be obtained through such an exercise.
CHAPTER 2
A NONPARAMETRIC RANDOM EFFECTS ESTIMATOR\textsuperscript{1}

1 Introduction

A nonparametric stochastic panel data estimator is desirable, but which method should be undertaken? The random effects approach treats $u_i$ as a group specific disturbance. This framework is most appropriate when the cross-sectional units are believed to be sampled from a large population. The fixed effects approach treats the individual effect as a group specific constant term within the regression model. This approach is most appropriate when the cross-sectional units are the complete set of the population, meaning the researcher can be confident that the differences between the cross-sectional units can be viewed as parametric shifts of the regression function. Maximum likelihood estimation treats the $u_i$ as random disturbances that follow a particular distribution. This approach is most appropriate when the distribution of the individual effect is known. Since most economic data is a sample taken from a larger population, in this chapter we consider the estimation of random effects models where $u_i$ is random.\textsuperscript{2}

In the case of linear regressions, a particular concern has been with the linearity of the functional form connecting the variables of the model. Often the true technology is unknown and linear regressions are performed without economic reasoning due to their straightforward estimation procedures and well-known properties. This concern initially spawned an interest in transformations of the endogenous and exogenous

\textsuperscript{1}This chapter is taken from Henderson and Ullah (2003).

\textsuperscript{2}For further discussion and tests to determine which method is appropriate as well as estimation by the other techniques, see Greene (2002).
variables, leading to the use of flexible specifications, such as the translog functional form. Although approaches such as these have served econometrics well, there has always been some worry that the functional form might be more complex. Thus, it is worthwhile considering nonparametric estimation if the functional form is unknown. The basic idea behind nonparametric estimation is to approximate the technology arbitrarily close. Unfortunately, the literature, up to this point does not possess a nonparametric kernel estimator for the one-way error component random effects model. Thus, in order to develop a nonparametric method to estimate technical efficiency, a nonparametric random effects estimator must first be developed. This chapter presents such an estimator, one in which no functional form is associated with any of the regressors.\footnote{For an example of semiparametric methods, (making use of the Robinson (1988) technique and examining the parametric parameters) see Berg, Li and Ullah (2000).}

This chapter is organized as follows: Section 2 gives the model, notation, proposes a new estimator and derives the theoretical estimates. Section 3 provides the Monte Carlo setup and summarizes the results of the experiments. Finally, the fourth section concludes.

## 2 The Model

Let us consider a nonparametric one-way error component model as

\[ y_{it} = m(x_{it}) + \varepsilon_{it}, \tag{1} \]

where \( i = 1, 2, ..., N, \ t = 1, 2, ..., T, \ y_{it} \) is the endogenous variable, \( x_{it} \) is a vector of \( k \) exogenous variables and \( m(\cdot) \) is an unknown smooth function. Further, \( \varepsilon_{it} \) follows the one-way error component specification.
\[ \varepsilon_{it} = u_i + v_{it}, \quad (2) \]

where \( u_i \) is i.i.d. \((0, \sigma_u^2)\), \( v_{it} \) is i.i.d. \((0, \sigma_v^2)\) and \( u_i \) and \( v_{it} \) are uncorrelated for all \( q \) and \( ls \), where \( q \) is different from \( l; \ q, l \in i \) and \( s \in t \).

Let \( \varepsilon_i = [\varepsilon_{i1}, \varepsilon_{i2}, \ldots, \varepsilon_{iT}]' \) be a \( T \times 1 \) vector. Then \( V \equiv E(\varepsilon_i\varepsilon_i') \), takes the form

\[ V = \sigma_v^2 I_T + \sigma_u^2 i_T i_T', \quad (3) \]

where \( I \) is an identity matrix of dimension \( T \) and \( i \) is a \( T \times 1 \) column vector of ones.

Since the observations are independent over \( q \) and \( l \), the covariance matrix for the full \( NT \times 1 \) disturbance vector \( \varepsilon \), \( \Omega = E(\varepsilon\varepsilon') \) is

\[ \Omega = V \otimes I_N. \quad (4) \]

We are interested in estimating the unknown function \( m(x) \) at a point \( x \) and the slope of \( m(x) \), \( \beta(x) = \nabla m(x) \), where \( \nabla \) is the gradient vector of \( m(x) \). The parameter \( \beta(x) \) is interpreted as a varying coefficient. We consider the usual panel data situation of large \( N \) and small \( T \).

Nonparametric kernel estimation of \( m(x) \) and \( \beta(x) \) can be obtained by using local linear least squares (LLLS) estimation. This is obtained by minimizing the local least squares or weighted least squares of errors

\[ \sum_i \sum_t (y_{it} - X_{it} \delta(x))^2 K \left( \frac{x_{it} - x}{h} \right) = (y - X \delta(x)) K(x)(y - X\delta(x)) \quad (5) \]

with respect to \( m(x) \) and \( \beta(x) \), where \( y \) is a \( NT \times 1 \) vector, \( X \) is a \( NT \times (k+1) \) matrix generated by \( X_{it} = (1 \quad (x_{it} - x)) \), \( \delta(x) = (m(x), \beta(x))' \) is a \((k+1) \times 1 \) vector, \( K(x) \) is an \( NT \times NT \) diagonal matrix of kernel (weight) functions \( K(\frac{x_{it} - x}{h}) \) and \( h \) is the
bandwidth (smoothing) parameter. Generally kernel functions can be any probability function having a finite second moment (here we use the standard normal kernel). The estimator so obtained is

$$\hat{\delta}(x) = (X'K(x)X)^{-1}X'K(x)y$$ \hspace{1cm} (6)

The estimator of $m(x)$ is then given by $\hat{m}(x) = (1 \ 0)\hat{\delta}(x)$, whereas $\hat{\beta}(x)$ can be extracted from $\hat{\delta}(x)$ as $\hat{\beta}(x) = (0 \ 1)\hat{\delta}(x)$. The estimator in (6) is called LLLS estimator. Asymptotic normality for the cross-sectional case is proven by Li and Woolridge (2000) and Kniesner and Li (2002) derive a proof for the case of panel data.\footnote{For more information on the choices of $K$ and $h$ see Fan and Gijbels (1992) and Pagan and Ullah (1999).}

The LLLS estimator in (6) however ignores the information contained in the disturbance vector covariance matrix $\Omega$. In view of this we introduce a new estimator, local linear generalized least squares (LLGLS) estimator, by minimizing

$$\begin{pmatrix} y - X\delta(x) \end{pmatrix}' \sqrt{K(x)\Omega^{-1}} \sqrt{K(x)} \begin{pmatrix} y - X\delta(x) \end{pmatrix}$$ \hspace{1cm} (7)

with respect to $\delta(x)$. This gives the estimator $d(x)$

$$d(x) = (X'\sqrt{K(x)\Omega^{-1}} \sqrt{K(x)}X)^{-1}X'\sqrt{K(x)\Omega^{-1}} \sqrt{K(x)}y.$$ \hspace{1cm} (8)

The objective function in (7) amounts to doing GLS (linear) fits to the points local to $x$.\footnote{We also consider an alternative nonparametric estimator which takes the form: $\hat{\delta}(x)_{ANPFGLS} = (X'\hat{\Omega}^{-\frac{1}{2}}K(X)\hat{\Omega}^{-\frac{1}{2}}X)^{-1}(X'\hat{\Omega}^{-\frac{1}{2}}K(X)\hat{\Omega}^{-\frac{1}{2}}Y)$. Although it looks similar, there is an inherent flaw in the way the Alternative Nonparametric Feasible Generalized Least Squares (ANPFGLS) estimator transforms the data. By simply looking at the matrix structure it becomes evident. It shows that in the ANPFGLS setup the variables are first adjusted for heteroskedasticity (i.e. $X'\hat{\Omega}^{-\frac{1}{2}} = X^*$), and then run through the kernel (i.e. $X^*K(X)$). The basic idea behind the nonparametric estimator is to provide a separate estimate for each value of $x$, the formulation of the ANPFGLS tranforms the data. By simply looking at the matrix structure it becomes evident. It shows that in the ANPFGLS setup the variables are first adjusted for heteroskedasticity (i.e. $X'\hat{\Omega}^{-\frac{1}{2}} = X^*$), and then run through the kernel (i.e. $X^*K(X)$). The basic idea behind the nonparametric estimator is to provide a separate estimate for each value of $x$, the formulation of the ANPFGLS.} The LLGLS estimator in (8) however depends upon the unknown parameters $\Omega$.
\( \sigma_u^2 \) and \( \sigma_{\nu}^2 \). An estimator of \( \sigma_{\nu}^2 \) is obtained by using the within estimator. The exact form of this \( \hat{\sigma}_{\nu}^2 \) is

\[
\hat{\sigma}_{\nu}^2 = \frac{1}{NT} \sum_i \sum_t (\nu_{it} - \bar{\nu}_i)^2
\]  

where

\[
\sum_i \sum_t (\nu_{it} - \bar{\nu}_i)^2 = \sum_i \sum_t [(y_{it} - \bar{y}_i) - (x_{it} - \bar{x}_i)\beta^*(x_{it})]^2
\]

in which \( y_i = \frac{1}{T} \sum_t y_{it}, \bar{x}_i = \frac{1}{T} \sum_t x_{it} \) and

\[
\beta^*(x) = \left[ \sum_i \sum_t (x_{it} - \bar{x}_i)'(x_{it} - \bar{x}_i)K_{it} \right]^{-1} \sum_i \sum_t (x_{it} - \bar{x}_i)'(y_{it} - \bar{y}_i)K_{it},
\]

where \( K_{it} = K\left( \frac{x_{it} - \bar{x}}{h} \right) \).

One estimate of \( \sigma_u^2 \) is obtained as a combination of \( \hat{\sigma}_{\nu}^2 \) and \( \hat{\sigma}_\varepsilon^2 \) being

\[
\hat{\sigma}_u^2 = \hat{\sigma}_\varepsilon^2 + \frac{1}{T} \hat{\sigma}_{\nu}^2, 
\]

in which

\[
\hat{\sigma}_\varepsilon^2 = \frac{1}{N - k} \sum_i \tilde{\varepsilon}_i^2, 
\]

where

\[
\sum_i \tilde{\varepsilon}_i^2 = \frac{1}{N} \sum_i [ (y_i - \bar{y}) - (\bar{x}_i - \bar{x}) \beta(x_i) ]^2, 
\]

where
gives a separate estimate for each value of \( x^* \). Therefore it is this process of the variables being adjusted for heteroskedasticity before they are smoothed which causes the mispecification, whereas the NPFGLS estimators first transform the data correctly (i.e. \( X'K(X) \)) and then proceed to adjust it for heteroskedasticity.
\[ \hat{\beta}(x) = \frac{\sum_i (\bar{y}_i - \bar{y})(\bar{x}_i - \bar{x}) K \left( \frac{x_i - \bar{x}}{h} \right)}{\sum_i (\bar{x}_i - \bar{x})^2 K \left( \frac{x_i - \bar{x}}{h} \right)}. \]  

where \( \bar{y} = \frac{1}{N} \sum_i y_i \) and \( \bar{x} = \frac{1}{N} \sum_i x_i \).

Alternative estimators of \( \sigma_u^2 \) and \( \sigma_v^2 \) can be obtained by noting that \( V(\varepsilon_{it}) \equiv \sigma_{\varepsilon}^2 = \sigma_u^2 + \sigma_v^2 \) and

\[ \text{cov}(\varepsilon_{qt}, \varepsilon_{lt'}) = \sigma_u^2 \text{ for } q \neq l \]

and zero otherwise. Thus

\[ \hat{\sigma}_{\varepsilon}^2 = \frac{1}{NT} \sum_i \sum_t \hat{\varepsilon}_{it}^2 \]  

and

\[ \hat{\sigma}_u^2 = \frac{1}{N(T-1)} \sum_i \sum_t \sum_{t \neq t'} \hat{\varepsilon}_{it} \hat{\varepsilon}_{it'} \]  

where \( \hat{\varepsilon}_{it} = y_{it} - X_{it}\hat{\delta}(x_{it}) \) is the LLLS residual based on the first stage estimator of \( \hat{\delta}(x) \) in (6).  

Substituting the estimators of \( \sigma_u^2 \) and \( \sigma_v^2 \) from (9) and (12) or (16) and (17) into (8) gives a feasible linear generalized least squares (FLGLS) or nonparametric feasible generalized least squares (NPFGLS) estimator as

\[ \hat{\delta}(x)_{\text{NPFGLS}} = (X' \sqrt{K(x)\hat{\Omega}^{-1}} \sqrt{K(x)}X)^{-1} X \sqrt{K(x)\hat{\Omega}^{-1}} \sqrt{K(x)}y. \]

Consistency of \( \hat{\delta}(x) \) is straightforward under the standard regularity conditions, but asymptotic normality requires somewhat stronger assumptions as stated in Li and

-------

Note that estimation of the third variance term is straightforward. Also, it has been noted by Maddala and Mount (1973) and Taylor (1980) that more efficient estimation of the variance components does not necessarily lead to more efficient estimates of \( m(x) \) and \( \beta(x) \).
Asymptotic normality is established under the following theorem.

**THEOREM:**

Under the standard assumptions

\[ D(NT) \left( \delta(x) - \delta(x) - \left( \begin{array}{c} h^2 \mu_k W \\ 0 \end{array} \right) \right) \to N(0, \Sigma_x) \]

where

\[ D(NT) = \left( \begin{array}{cc} (NT/h)^{1/2} & 0 \\ 0 & (NT/h^{k+2})^{1/2} \end{array} \right), \quad \mu_k = \frac{1}{2} c_k tr(m''(x)), \quad W = tr(\Omega^{-1}), \]

\[ \Sigma_x = \left( \begin{array}{cc} d_k \sigma^2 / f(x) W & 0 \\ 0 & v_k \sigma^2 I_k / c_k^2 f(x) W \end{array} \right), \quad c_k = \int K(\psi) \psi \psi^\prime d\psi, \quad d_k = \int K^2(\psi) d\psi \]

and

\[ v_k = \int K^2(\psi) \psi \psi^\prime d\psi, \]

where \( \psi \) is defined as \( \frac{x_i - x_h}{h} \). The proof is given in the appendix.

It loosely follows the method used by Li and Wooldridge (2000) for the cross-sectional case. The proof differs by incorporating information about the variance parameters. Also note that the proof is given for the most general case (LLGLS) and is easily modified to satisfy the above scenario.

### 3 Monte Carlo Results

Although asymptotic results give clues as to the performance of the estimators, most economic panel data is finite. This section uses Monte Carlo simulations to examine the finite sample performance of the proposed NPFGLS estimator. Following the methodology of Baltagi, Chang and Li (1992), the following data generating process is used:

\[ y_{it} = \alpha + x_{it} \beta + x_{it}^2 \gamma + u_i + v_{it}, \]

where \( x_{it} \) is generated by the method of Nerlove (1971).\(^7\) The value of \( \alpha \) is chosen to be 5, \( \beta \) is chosen to be 0.5 and \( \gamma \) takes the values of 0 (linear technology) and

---

\(^7\)The \( x_{it} \) were generated as follows: \( x_{it} = 0.1 t + 0.5 x_{it-1} + w_{it} \), where \( x_{i0} = 10 + 5 w_{i0} \) and \( w_{it} \sim U[-\frac{1}{7}, \frac{1}{7}] \).
2 (quadratic technology). The distribution of \( u_i \) and \( v_i \) are generated separately as i.i.d. Normal. Total variance of \( \sigma_u^2 + \sigma_v^2 = 20 \) and \( \rho = \sigma_u^2 / (\sigma_u^2 + \sigma_v^2) \) is varied to be 0.1, 0.4 and 0.8.

For comparison, we compute the following estimators of \( \delta \):

(I) Parametric (linear) Feasible GLS (FGLS) estimator

\[
\hat{\delta}_{FGLS} = (X' \hat{\Omega}^{-1} X)^{-1} (X' \hat{\Omega}^{-1} Y).
\]

(II) NPFGLS estimator

\[
\hat{\delta}_{NPFGLS} = (X' \sqrt{K(x)} \hat{\Omega}^{-1} \sqrt{K(x)} X)^{-1} X \sqrt{K(x)} \hat{\Omega}^{-1} \sqrt{K(x)} y.
\]

Reported are the estimated bias and mean squared error (MSE) for each estimator. These are computed via

\[
\text{Bias}(\hat{m}) = M^{-1} \sum_j (\hat{m}_j - m^*)^2 \text{ and } M\text{SE}(\hat{m}) = M^{-1} \sum_j (\hat{m}_j - m^*)^2
\]

where \( M \) is the number of replications, \( \hat{m}_j \) is the estimated value of \( m^* \) at the \( j \)th replication and \( m^* = \alpha + \pi \beta + \pi^2 \gamma \). Similarly for the varying coefficient parameter, \( \text{Bias}(\hat{\beta}) = M^{-1} \sum_j (\hat{\beta}_j - \beta^*)^2 \) and \( M\text{SE}(\hat{\beta}) = M^{-1} \sum_j (\hat{\beta}_j - \beta^*)^2 \), where \( \hat{\beta}_j \) is the estimated value of \( \beta^* \) at the \( j \)th replication and \( \beta^* = \beta + 2 \pi \gamma \). \( M = 1000 \) is used in all simulations, \( T \) is varied to be 3 and 5, while \( N \) takes the values 10, 20 and 50. The simulation results are given in Tables 1 through 4. The smallest \( M\text{SE} \) for each case (for a given \( N, T, \rho \) and \( \gamma \)) is shown as a boldface number.8

Tables 1 and 2 report the result for \( \gamma = 0 \) (linear technology). In each case, the parametric estimators outperform the nonparametric estimators in \( M\text{SE} \). This result

---

8In the tables only local estimates of \( \hat{\delta} \) are given. The specific form being

\[
\hat{\delta}(\hat{\pi})_{NPFGLS} = (X' K(\hat{\pi})^{-\frac{1}{2}} \hat{\Omega}^{-1} K(\hat{\pi})^{-\frac{1}{2}} X)^{-1} X K(\hat{\pi})^{-\frac{1}{2}} \hat{\Omega}^{-1} K(\hat{\pi})^{-\frac{1}{2}} y,
\]

where \( K(\hat{\pi}) = I_{NT} \times K(\hat{\pi}) \). These estimates are similar to the global ones, except that rather than being evaluated at each value of \( x \) and then averaged, they are only evaluated at the mean value of \( x \). Being that these estimates are evaluated at the mean of \( x \), they appear to perform better in Monte Carlo exercises that evaluate at the mean of \( x \). It should be noted however that this method rarely outperforms the global measures in empirical data and is usually only used for computational ease. Further, replacing these with the global estimates does not affect the conclusions of the paper.
is expected since the true underlying technology is linear and because nonparametric estimators are known to have small sample bias. Contrary to the first two tables, the results of Tables 3 and 4 are in support of the NPFGLS estimators. The NPFGLS estimators outperform the parametric estimators drastically in both Bias and MSE. This table shows the major drawback of the parametric type estimators and the strengths of the nonparametric type estimators. When the technology is complex, parametric estimators are often mispecified and the nonparametric estimators, with their complete flexibility, are better able to adapt.

4 Conclusion

This chapter examines the problem of improving the estimation of a one-way random effects error component model. A nonparametric estimator is proposed, its structure is defined, asymptotic properties proven and its finite sample results are generated through a Monte Carlo exercise. The Monte Carlo results of section 3 show that the parametric estimators provide slightly smaller MSE when the true underlying technology is linear and correctly specified. Although less efficient in the aforementioned exercises, the NPFGLS estimators provide acceptable estimation. On the other hand, when the technology becomes complex, the NPFGLS estimators perform best, with the MSE of the linear parametric estimator up to 70 times that of the NPFGLS estimator. Thus, it is suggested that the NPFGLS estimators be used in practice because the true underlying technology is usually unknown; and as Tables 3 and 4 demonstrate, the consequences of choosing the wrong estimator may be quite severe.
CHAPTER 3
NONPARAMETRIC KERNEL MEASUREMENT OF
TECHNICAL EFFICIENCY

1 Introduction

Given the results in the previous chapter, it is now possible to derive a nonparametric method to estimate technical efficiency. The objective of this chapter is to provide nonparametric estimates of production frontiers and of technical efficiency. Further, the sampling properties of these estimators are analyzed. It is shown that the nonparametric estimates provide improved estimation compared to misspecified parametric technical efficiency measures.

This chapter is organized as follows: Section 2 gives the model and notation, proposes the nonparametric estimators and derives their theoretical estimates. The third section examines an alternative method for constructing nonparametric production frontiers. Section 4 provides the Monte Carlo setup and summarizes the results of the experiments. The fifth section provides an empirical example involving cross-country data used in Fare, Grosskopf, Norris and Zhang (1994). Finally, Section 6 concludes.

2 The Model

The nonparametric random effects production frontier model takes the form

\[ y_{it} = g(x_{it}) + \varepsilon_{it}, \]  

where \( i = 1, 2, ..., N, t = 1, 2, ..., T \), \( y_{it} \geq 0 \) is output, \( x_{it} \geq 0 \) is a vector of \( k \) inputs and \( g(\cdot) \) is an unknown smooth production function. The \( \varepsilon_{it} \) follow the production frontier error component specification.
\[ \varepsilon_{it} = v_{it} - u_i, \]  

where

\[ u_i \geq 0 \]  

for all \( i \). The \( u_i \) represent producer specific, time invariant inefficiency and are i.i.d. \((\mu, \sigma_u^2)\), \( v_{it} \) are the random distribuances and are i.i.d. \((0, \sigma_v^2)\) and \( u_i \) and \( v_{it} \) are uncorrelated for all \( q \) and \( ls \), where \( q \) is different from \( l \); \( q, l \in i \) and \( s \in t \). Since the mean of \( u_i \) is often non-zero, estimation of technical efficiency is biased without the following modification to the random effects model:

\[ y_{it} = m(x_{it}) + v_{it} + u^*_i, \]  

where

\[ m(x_{it}) = g(x_{it}) - \mu \]  

and

\[ u^*_i = \mu - u_i, \]  

where, obviously, the \( u^*_i \) are distributed i.i.d. with a zero mean.

As in all random effect (Generalized Least Squares) type estimators, knowledge of the error variance structure is necessary. Letting \( \varepsilon_i = [\varepsilon_{i1}, \varepsilon_{i2}, \ldots, \varepsilon_{iT}]' \) and defining \( V \equiv E(\varepsilon_i\varepsilon_i') \) gives

\[ V = \sigma_v^2 I_T + \sigma_u^2 I_T I_T'. \]
where $I$ is an identity matrix of dimension $T$ and $i$ is a $T \times 1$ column vector of ones. The independence assumption of observations over $q$ and $l$ gives the disturbance covariance matrix for the full $NT$ observations as

$$
\Omega = V \otimes I_N.
$$

Estimation of $m(x)$, $\beta(x)$ (the slope of $m(x)$) and $u_i^*$ can now be performed via a two step procedure. First, estimation of $m(x)$ and $\beta(x)$ are obtained by the Nonparametric Feasible Generalized Least Squares (NPFGLS) estimator. Again, the estimator, in matrix form, is

$$
\hat{\delta}(x)_{NPFGLS} = (X' \sqrt{K(x)} \Omega^{-1} \sqrt{K(x)} X)^{-1} X' \sqrt{K(x)} \Omega^{-1} \sqrt{K(x)} y,
$$

where

$$
X = (1 \ x_{it}),
$$

and $K(x) = I_{NT} \times K\left(\frac{x_{it} - x}{h}\right)$. $K\left(\frac{x_{it} - x}{h}\right)$ is the standard normal kernel function with optimal bandwidth $h$.\(^1\) The estimate of $m(x)$ is extracted from $\hat{\delta}(x)$ by $\hat{m}(x) = (1 \ 0)\hat{\delta}(x)$, whereas $\beta(x)$ can be obtained from $\hat{\delta}(x)$ as $\hat{\beta}(x) = (0 \ 1)\hat{\delta}(x)$.

To obtain the estimates of $u_i^*$, the second step of the estimation is performed by maximizing the following objective function

$$
S = \frac{1}{\sigma_v^2} \sum_i \sum_t (y_{it} - \hat{m}(x_{it}) - u_i^*)^2 + \frac{1}{\sigma_u^2} \sum_i \sum_t u_i^{*2},
$$

with respect to $u_i^*$. The estimates of $u_i^*$ come as

\(^1\)See Pagan and Ullah (1999) for details on the properties of the standard normal kernel, as well as alternatives, and bandwidth selection.
\[ \tilde{u}_i = \hat{\theta} \sum_t \tilde{v}_{it}, \]  
\[ (11) \]

where

\[ \hat{\theta} = \left( \frac{\hat{\sigma}^2_u}{\hat{\sigma}^2_v + T \hat{\sigma}^2_u} \right), \]  
\[ (12) \]

and

\[ \tilde{v}_{it} = y_{it} - \bar{m}(x_{it}). \]  
\[ (13) \]

The estimate of \( \sigma^2_v \) can again obtained using the within estimator. The exact form of \( \hat{\sigma}^2_v \) is

\[ \hat{\sigma}^2_v = \frac{1}{NT - k - N} \sum \sum_i (y_{it} - \bar{y}_i)^2, \]  
\[ (14) \]

where

\[ \sum \sum_i (y_{it} - \bar{y}_i)^2 = \sum \sum_i [(y_{it} - \bar{y}_i) - (x_{it} - \bar{x}_i) \beta^*(x)]^2. \]  
\[ (15) \]

and

\[ \beta^*(x) = [\sum \sum_i (x_{it} - \bar{x}_i) (x_{it} - \bar{x}_i)' K_{it}]^{-1} \sum \sum_i (x_{it} - \bar{x}_i)' (y_{it} - \bar{y}_i) K_{it}, \]  
\[ (16) \]

where

\[ K_{it} = K \left( \frac{x_{it} - \bar{x}}{h} \right), \]

\[ \bar{y}_i = \sum_t y_{it}, \]

and
\[ \bar{x}_i = \sum_t x_{it}. \]

A combination of \( \hat{\sigma}_v^2 \) and \( \hat{\sigma}_\varepsilon^2 \) can be used to estimate \( \sigma_u^2 \) as

\[ \hat{\sigma}_u^2 = \hat{\sigma}_\varepsilon^2 + \frac{1}{T} \hat{\sigma}_v^2, \]

where

\[ \hat{\sigma}_\varepsilon^2 = \frac{1}{N - k} \sum_i \hat{\varepsilon}_i^2, \]

where

\[ \sum_i \hat{\varepsilon}_i^2 = \sum_i \left[ (\bar{y}_i - \bar{y}) - (\bar{x}_i - \bar{x}) \bar{\beta}(x) \right]^2, \]

where

\[ \bar{\beta}(x) = \frac{\sum_i (\bar{y}_i - \bar{y}) (\bar{x}_i - \bar{x}) K_i}{\sum_i (\bar{x}_i - \bar{x})^2 K_i} \]

where

\[ K_i = K \left( \frac{\bar{x}_i - \bar{x}}{h} \right), \]

\[ \bar{y} = \frac{1}{N} \sum_i \bar{y}_i, \]

and

\[ \bar{x} = \frac{1}{N} \sum_i \bar{x}_i. \]

Finally, the estimates of \( u_i^* \) can be used to estimate producer specific technical efficiency. First, the estimates of \( u_i \) are obtained by means of the normalization
\[ \hat{u}_i = \max_i \hat{u}_i^* - \hat{u}_i^*, \quad (21) \]

and estimates of technical efficiency can be defined as

\[ \hat{T}E_i = \exp(-\hat{u}_i). \quad (22) \]

Again, this method, like others, assures that the values of technical efficiency are between zero and one. A value of one defines a firm as technically efficient and a value below one deems a firm as inefficient.

3 Monte Carlo Results

Since most economic panel data is considered finite, asymptotic results can only gives clues as to how the estimators will perform with real data. This section uses Monte Carlo simulations to examine the finite sample performance of the proposed estimators. Modifying the exercise used in Gong and Sickles (1992), the following data generating process is used:

\[ y_{it} = \sum_k \gamma_k x_{kit}^{\alpha_k} + v_{it} - u_i, \quad (23) \]

where \( \alpha_k > 0 \ \forall k \) and \( \sum_k \gamma_k = 1 \). The method used in Nerlove (1971) to generate \( x_{it} \) is modified to be consistent with a production technology.\(^2\) For simplification, \( k \) is chosen to be 1 and \( \alpha \) takes the values 1 (CRS), \( \frac{1}{2} \) (NRS) and 2 (VRS). The distribution of \( u_i \) and \( v_{it} \) are generated as i.i.d half-normal, exponential, and gamma

\(^2\)The \( x_{it} \) were generated as follows: \( x_{it} = 0.1t + 0.5x_{i,t-1} + w_{it} \), where \( x_{i0} = 10 + 5w_{i0} \) and \( w_{it} \sim U[0,1] \).
(all non-negative distributions) and normal respectively. Further, the total variance of $\sigma_u^2 + \sigma_v^2 = 20$ and $\rho = \sigma_u^2/(\sigma_u^2 + \sigma_v^2)$ is varied to be 0.1, 0.4 and 0.8.

For comparison, the following estimates of technical efficiency are obtained:

(I) Parametric

$$TE_P = \exp(-\bar{u}_i)$$

(II) NPFGLS

$$TE_{NP} = \exp(-\bar{u}_i)$$

(III) DEA- CRS

$$TE_{DEA-CRS} = \lambda_{CRS}^{t*}$$

(IV) DEA - NRS

$$TE_{DEA-NRS} = \lambda_{NRS}^{t*}$$

(V) DEA - VRS

$$TE_{DEA-VRS} = \lambda_{VRS}^{t*}$$

Reported are the correlations between the estimated efficiency values and the true efficiency values. These are calculated, for the parametric estimators (from which the other versions are obvious), as

$$CORR(TE, TE_P) = M^{-1} \sum_j (CORR_j(TE, TE_P)),$$

3 Although these three distributions of $u_i$ are used in most stochastic frontier studies, several authors have expressed that they may be less than desirable (see Carree (2002), Li (1996) and Ritter and Simar (1997)).

4 The parametric estimates of $\delta$, $\Omega$, $\theta$, $v_{it}$ and $u_i$ can be found in Kumbhakar and Lovell (1999).
where $TE = \exp(-u_i)$ are the true efficiency values, $TE_p$ are the estimated values, $\text{CORR}(TE, TE_p)_j$ is the correlation between the two at the $j$th replication and $M$ is the number of replications. $M = 1000$ is used in all simulations, $T$ is varied to be 5 and 7, while $N$ takes the values 10, 20 and 50. The simulation results are given in Tables 5 thru 13. The largest correlation coefficient for a given case (for a given $N$, $T$, $\rho$ and $\alpha$) is shown as a boldface number.\(^5\)

The results for the estimators, when the true underlying process is linear, are given in Tables 5, 8 and 11. The parametric estimates have a larger average correlation in each of the simulations. This result is expected since the true data generating process is linear. As is the case in previous chapter, the estimates given by the nonparametric estimator, although less efficient, are acceptable. Each of the DEA measures however are much less desirable. Many of these conclusions drastically change when the data generating process becomes nonlinear. The results from Tables 6, 9 and 12 show that the nonparametric estimator slightly outperforms the parametric estimator with large $N$ and $T$. This result is magnified in Tables 7, 10 and 13, when the technology is strictly concave and the parametric estimators do not perform nearly as well as the nonparametric estimators. The NPFGLS estimation exposes the weakness of the parametric estimator when its functional form is slightly misspecified. DEA however has a higher correlation for the case of $\rho = 0.1$ and $T = 5$. One of the main benefits of using DEA is the fact that its production function does not assume a particular functional form and can better adapt to complex technologies. This benefit appears to be nullified with the introduction of NPFGLS and a sufficient size data set. This suggests, that unless the true technology is known \textit{a priori}, that the

\(^5\)The results given in the tables are similar to those of Gong and Sickles (1992) between the linear stochastic model and the constant returns to scale DEA model (note that the aforementioned paper uses a much longer time period - from 10 to 50). Therefore the analysis here will focus primarily on the relationship between the parametric and nonparametric stochastic models.
nonparametric kernel estimators of inefficiency be used in practice.

4 Empirical Example

Fare, Grosskopf, Norris and Zhang (1994) employ DEA in order to estimate associated efficiency levels of 17 OECD economies. Their technology contains three macroeconomic variables: aggregate output, labor and physical capital. They let $<Y^i_t, L^i_t, K^i_t>$ represent $T$ observations on these three variables for each of the $N$ countries. The constant-returns-to-scale reference technology (from where the others are obvious) for the 17 countries in period $t$ is defined by

$$P_t = \left\{ <Y, L, K> \in \mathbb{R}_+^3 \mid Y \leq \sum_j z^j Y^i_t, L \geq \sum_j z^j L^i_t, K \geq \sum_j z^j K^i_t, z^i \geq 0 \forall i \right\}, \quad (25)$$

The output based efficiency index for country $i$ at time $t$ is defined by

$$TE_{DEA-CRS} = \min\{\lambda \mid <Y^i_t, L^i_t, K^i_t> \in P_t\}. \quad (26)$$

The index is the maximal proportional amount that output can be expanded while remaining technologically feasible, given the technology and input quantities.

Fare, Grosskopf, Norris and Zhang (1994) use the Penn World Table for data on aggregate output, physical capital and labor. The last three columns of data in Table 10 show the values of technical efficiency for 1983 as determined by each of the DEA procedures.\(^6\) In contrast to stochastic frontiers, DEA typically allows for more than one country to be considered technically efficient (best practice country).

\(^6\)The efficiency calculations for DEA are carried out using the software OnFront (note that these results differ slightly from the previous paper because of the use of a more recent version of the PWT), available from Economic Measurement and Quality i Lund AB (Box 2134, S-220 02 Lund, Sweden [www.emq.se]).
Those countries with a value of 1.00 (U.K. and U.S.A. for CRS and NRS, whereas VRS adds Ireland and Norway) define the frontier.\(^7\) This leads to the discussion of what returns to scale are appropriate. Most cross-country data research assumes constant returns to scale. However, stochastic tests reject the null hypothesis of CRS in this data set at the 1% level of significance. For purpose of comparison, the stochastic models are estimated with and without the assumption of constant returns to scale.

The first four columns in Table 14 give values of technical efficiency for the parametric and nonparametric models respectively. These are obtained by using 7 periods of data from 1980 to 1986. Reported are the values of time invariant technical efficiency suggested to represent the median year, 1986. As noted previously, stochastic frontiers typically only allow one firm to define the frontier. Under CRS both the parametric and nonparametric procedure designate the U.S.A. as the country that defines the frontier, with mean values of technical efficiency across the 17 countries of 0.75 and 0.73 respectively. These results are very similar to those obtained by DEA under CRS.\(^8\) When the CRS assumption is dropped, the estimates change drastically in some cases. The nonparametric model appears to still work well. Ireland is the country that defines the frontier (DEA with VRS also places Ireland on the frontier) and the U.S.A. is ranked second (Table 15). The parametric model states that Ireland is the country that defines the frontier as well, but places the U.S.A. 16th out of 17 countries in the sample. These results amplify what has been stated in the Monte Carlo exercises. The nonparametric methods dominate when the technology becomes more complex.

\(^7\)Figures 1 through 7 show the kernel density estimates of technical efficiency for the each of the procedures. Further, Table 15 shows the ranking from the efficiency scores.

\(^8\)Figures 8-10 plot the production frontiers and production plans.
5 Conclusion

This dissertation proposes nonparametric kernel estimators in order to estimate technical efficiency. This technique allows for more efficient estimation of complex technologies. The monte carlo exercises show that although the parametric model slightly outperforms the nonparametric model when the true technology is linear, when the technology becomes slightly more complex, the nonparametric estimators outperform the now biased parametric results as well as DEA procedures. Thus, it is suggested that the nonparametric method be used in practice because the true technology is generally unknown, and as the Monte Carlo exercises show, the cost of choosing the wrong estimator may be very high.
Appendix

Following Li and Woolridge (2000) we rewrite $d(x)$ as

$$d(x) = \left( \begin{array}{c}
\sum_i K_iw_{ii}G_N\left(\frac{1}{x_i-x}\right) \begin{pmatrix} 1 & (x_i - x)' \\ (x_i - x) & 0 \end{pmatrix} \\
+ \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} G_N\left(\frac{1}{x_i-x}\right) \begin{pmatrix} 1 & (x_i - x)' \\ (x_i - x) & 0 \end{pmatrix}
\end{array} \right)^{-1}$$

$$\left( \begin{array}{c}
\sum_i K_iw_{ii}G_N\left(\frac{1}{x_i-x}\right) y_i + \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} G_N\left(\frac{1}{x_i-x}\right) y_i
\end{array} \right)$$

where

$$G_N = \begin{pmatrix} h^2 & 0 \\ 0 & I_k \end{pmatrix},$$
$$I_k = G_N^{-1} G_N,$$
$$K_i = K\left(\frac{x_i - x}{h}\right)$$

and

$$\Omega^{-1}_{ij} \equiv w_{ij}.$$

Multiplying both the numerator and denominator by $\frac{1}{Nh^{k+2}}$ and substituting the Taylor expansion ($y_i = \begin{pmatrix} 1 & (x_i - x)' \end{pmatrix} \delta(x) + (x_i - x) m''(x) (x_i - x)' / 2 + R_m(x_i, x) + \varepsilon_i$) into the above equation gives

$$d(x) = \left( \begin{array}{c}
\frac{1}{Nh^{k+2}} \sum_i K_iw_{ii}\left(\frac{h^2}{x_i-x}\right) \begin{pmatrix} 1 & (x_i - x)' \\ (x_i - x) & 0 \end{pmatrix} \\
+ \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij}\left(\frac{h^2}{x_i-x}\right) \begin{pmatrix} 1 & (x_i - x)' \\ (x_i - x) & 0 \end{pmatrix}
\end{array} \right)^{-1}$$

$$\left( \begin{array}{c}
\frac{1}{Nh^{k+2}} \sum_i K_iw_{ii}\left(\frac{h}{x_i-x}\right) \\
\left(1 \begin{pmatrix} 1 & (x_i - x)' \end{pmatrix} \delta(x) \\
+ (x_i - x) m''(x) (x_i - x)' / 2 + R_m(x_i, x) + \varepsilon_i
\end{pmatrix}
\end{array} \right)$$

$$+ \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij}\left(\frac{h^2}{x_i-x}\right)$$

$$\left( \begin{array}{c}
\left(1 \begin{pmatrix} 1 & (x_i - x)' \end{pmatrix} \delta(x) \\
+ (x_i - x) m''(x) (x_i - x)' / 2 + R_m(x_i, x) + \varepsilon_i
\end{array} \right)
\end{array} \right).$$
After simplifying this expression it becomes obvious that

\[
d(x) = \delta(x) + \left( \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right) \right)^{-1}
+ \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right)
\]

\[
\equiv \delta(x) + (A^{1.x})^{-1} (A^{2.x} + A^{3.x}) + \text{s.o.}
\]

where

\[
A^{1.x} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right),
\]

\[
A^{2.x} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right) \frac{m''(x)(x_i - x)'}{2} + \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right) \frac{m''(x)(x_i - x)'}{2},
\]

\[
A^{3.x} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} \left( h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \right) \varepsilon_i + \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right) \varepsilon_i
\]

and

\[
\text{s.o.} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right) R_m(x_i, x) + \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} \left( \begin{array}{c} h^2 \frac{h^2(x_i - x)'}{(x_i - x)(x_i - x)'} \\ (x_i - x)(x_i - x)'
\end{array} \right) R_m(x_i, x)
\]

where (s.o.) has smaller order than \((A^{1.x})^{-1} (A^{2.x})\). We can now rewrite the expression as

\[
D(N)(d(x) - \delta(x)) = D(N) (A^{1.x})^{-1} (A^{2.x} + A^{3.x}) + \text{s.o.}
\]
We will prove the theorem if we prove the following four statements:

(i) \( D(N) (A^{1,x})^{-1} (A^{2,x} + A^{3,x}) = D(N) M^{-1} (A^{2,x} + A^{3,x}) + o_p(1) \)

(ii) \( D(N) M^{-1} (A^{2,x} + A^{3,x}) = RD(N) (A^{2,x} + A^{3,x}) + o_p(1) \)

(iii) \( D(N) A^{2,x} = \left( (Nh^{k+1})^2 \mu_k f(x) \right) W + o_p(1) \)

(iv) \( D(N) A^{3,x} \to N(0, V) \) in dist

where

\[
M = \begin{pmatrix}
f(x)W & 0 \\
c_k f'(x)W & c_k f(x) WI_k
\end{pmatrix}.
\]

Further

\[
R = diag(M^{-1})
\]

and

\[
V = \begin{pmatrix}
d_k \sigma^2 f(x)W & 0 \\
0 & v_k \sigma^2 f(x) WI_k
\end{pmatrix}.
\]

Proof of (i). Note that \( D(N) (A^{1,x})^{-1} (A^{2,x} + A^{3,x}) = D(N) M^{-1} (A^{2,x} + A^{3,x}) + D(N) \left( (A^{1,x})^{-1} - M^{-1} \right) (A^{2,x} + A^{3,x}) \). Thus, we only need to show that \( D(N) \left( (A^{1,x})^{-1} - M^{-1} \right) (A^{2,x} + A^{3,x}) = o_p(1) \). This can be shown by first examining the asymptotic behavior of each element in \( A^{1,x} \). Defining

\[
A^{1,x} = \begin{pmatrix}
A^{1,x}_{11} & A^{1,x}_{12} \\
A^{1,x}_{21} & A^{1,x}_{22}
\end{pmatrix}
\]

yields

\[
A^{1,x}_{11} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} h^2 + \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} h^2;
\]

\[
A^{1,x}_{21} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} (x_i - x) + \frac{1}{Nh^{k+2}} \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij} (x_i - x);
\]
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\[ A_{12}^{1x} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} h^2 (x_i - x)' + \frac{1}{Nh^{k+2}} \sum_{i \neq j} K_i \sqrt{K_j} w_{ij} h^2 (x_i - x)', \]

and

\[ A_{22}^{1x} = \frac{1}{Nh^{k+2}} \sum_i K_i w_{ii} (x_i - x)(x_i - x)' + \frac{1}{Nh^{k+2}} \sum_{i \neq j} K_i \sqrt{K_j} w_{ij} (x_i - x)(x_i - x)'. \]

By taking the first element we achieve

\[
E(A_{11}^{1x}) = \frac{1}{Nh^{k}} \sum_i E(K_i) w_{ii} + \frac{1}{Nh^{k}} \sum_{i \neq j} E(\sqrt{K_i} \sqrt{K_j}) w_{ij} \\
= \frac{1}{h^{k}} \int K \left( \frac{x_i - x}{h} \right) f(x_i) dx_i \frac{1}{N} \sum_i w_{ii} \\
+ \frac{1}{h^{k}} \int K \left( \frac{x_i - x}{h} \right)^{\frac{1}{2}} f(x_i) dx_i \int K \left( \frac{x_j - x}{h} \right)^{\frac{1}{2}} f(x_j) dx_j \frac{1}{N} \sum_{i \neq j} w_{ij} \\
\to f(x) \frac{1}{N} \sum_i w_{ii} + o_p(1) \\
= f(x) tr(\Omega^{-1}) + o_p(1) \\
= f(x) W + o_p(1).
\]

\[ A_{21}^{1x} \] is decomposed similarly as

\[
E(A_{21}^{1x}) = \frac{1}{h^2} \int f(x + \psi h) K(\psi) h \psi d\psi \frac{1}{N} \sum_i w_{ii} \\
+ \frac{1}{h^2} \int K \left( \frac{x_i - x}{h} \right)^{\frac{1}{2}} f(x_i) dx_i \int K \left( \frac{x_j - x}{h} \right)^{\frac{1}{2}} f(x_j) dx_j \frac{1}{N} \sum_{i \neq j} w_{ij} \\
\to c_k f'(x) tr(\Omega^{-1}) + o_p(1) \\
= c_k f'(x) W + o_p(1).
\]

Next, the term \[ A_{12}^{1x} = h^2 (A_{21}^{1x})' = O_p(h^2). \] Finally, \[ A_{22}^{1x} \] can be shown as
\[ E(A_{22}^{1,x}) = f(x) \int K(\psi)\psi' d\psi \frac{1}{N} \sum_i w_{ii} \]

\[ + \frac{1}{h^2} \int K \left( \frac{x_i - x}{h} \right)^{\frac{1}{2}} f(x_i)dx_i \int K \left( \frac{x_j - x}{h} \right)^{\frac{1}{2}} f(x_j)dx_j \frac{1}{N} \sum_{i \neq j} w_{ij} \]

\[ \rightarrow c_k f(x) tr (\Omega^{-1}) I_k + o_p(1) \]

\[ = c_k f(x) W I_k + o_p(1). \]

Thus we have

\[ A^{1,x} = \left( \begin{array}{cc} f(x)W & 0 \\ c_k f'(x)W & c_k f(x)W I_k \end{array} \right) + o_p(1). \]

By inverting this matrix (through the method of the partitioned inverse) we achieve

\[ (A^{1,x})^{-1} = \left( \begin{array}{cc} \frac{1}{f(x)W} + o_p(1) & O_p(h^2) \\ \frac{-f'(x)W}{f^2(x)W} + o_p(1) & \frac{I_k}{c_k f(x)W} + o_p(1) \end{array} \right) \]

and thus

\[ (A^{1,x})^{-1} - M^{-1} = \left( \begin{array}{cc} o_p(1) & O_p(h^2) \\ o_p(1) & o_p(1)I_k \end{array} \right) \]

which completes the proof of (i).

Proof of (ii). This holds because the off diagonal elements of \( M^{-1} \) are \( o_p(1) \). Specifically,

\[ (Nh^{k+2})^{\frac{1}{2}} A_{11}^{2,x} = (Nh^{k+2})^{\frac{1}{2}} O_p(h^2) \]

\[ = O_p \left( (Nh^{k+6})^{\frac{1}{2}} \right) \]

\[ = o_p(1) \]

and
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\[(Nh^{k+2})^{\frac{1}{2}} A_{2}^{2,x} = (Nh^{k+2})^{\frac{1}{2}} O_{p} \left( (Nh^{k})^{\frac{1}{2}} \right) = O_{p}(h) = o_{p}(1).\]

Proof of (iii). Premultiplying \(A_{2}^{2,x}\) by \(D(N)\) gives

\[
D(N) = \begin{pmatrix}
(Nh^{k})^{\frac{1}{2}} A_{1}^{2,x} \\
(Nh^{k+2})^{\frac{1}{2}} A_{2}^{2,x}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
(Nh^{k})^{\frac{1}{2}} \left( \sum_{i} K_{i}w_{ii}h^{2}(x_i - x)'m''(x)(x_i - x)/2 + \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij}h^{2}(x_i - x)'m''(x)(x_i - x)/2 \right) \\
(Nh^{k+2})^{\frac{1}{2}} \left( \sum_{i} K_{i}w_{ii}h^{2}(x_i - x)'m''(x)(x_i - x)/2 + \sum_{i \neq j} \sqrt{K_i} \sqrt{K_j} w_{ij}h^{2}(x_i - x)'m''(x)(x_i - x)/2 \right)
\end{pmatrix}
\]

\[
\rightarrow \begin{pmatrix}
(Nh^{k})^{\frac{1}{2}} h^{2} \mu_{k}f(x)W + o_{p}(1) \\
(Nh^{k+2})^{\frac{1}{2}} O_{p}(h^{2})
\end{pmatrix}
\]

\[
= \begin{pmatrix}
(Nh^{k})^{\frac{1}{2}} h^{2} \mu_{k}f(x)W + o_{p}(1) \\
0
\end{pmatrix}
\]

which proves (iii).

Proof of (iv). This proof will examine the variance of each component of \(D(N)A_{3,x}^{3}\) as well as the covariance between the two components. First,

\[
VAR \left( (Nh^{k})^{\frac{1}{2}} A_{1}^{3,x} \right) = E \left( Nh^{k} \left( A_{1}^{3,x} \right)^{2} \right) \rightarrow f(x)\sigma_{v}^{2} \int K^{2}(\psi) d\psi \frac{1}{N} \sum_{i} w_{ii} + o(1) \]

\[
= d_{k}f(x)\sigma_{v}^{2}W + o(1).
\]

Next
\[
VAR \left( (Nh^k)^{\frac{1}{2}} A_2^{3,x} \right) = \sigma_z^2 \int f(x + h\psi)K^2(\psi)\psi' d\psi \frac{1}{N} \sum w_{ii} \\
\rightarrow v_k f(x)\sigma_{z}^2WI_k + o(1).
\]

The covariance is shown to go to

\[
COV \left( (Nh^k)^{\frac{1}{2}} A_1^{3,x}, (Nh^k)^{\frac{1}{2}} A_2^{3,x} \right) = (Nh^{k+1}) E \left( A_1^{3,x}, A_2^{3,x} \right) = O(h) = o(1).
\]

Hence, \( VAR(D(N)A^{3,x}) = V + o(1) \) and since \( A^{3,x} \) has a zero mean

\[
D(N)A^{3,x} \rightarrow \mathcal{N}(0, V).
\]

Finally, by proving the four statements, we can show that

\[
D(N) \left( d(x) - \delta(x) - \begin{pmatrix} h^2\mu_k W \\ 0 \end{pmatrix} \right) = RD(N) \left( A_2^{3,x} + A_3^{3,x} \right) - \begin{pmatrix} h^2\mu_k W \\ 0 \end{pmatrix} + o_p(1) \\
= RD(N)A^{3,x} + o_p(1) \\
\rightarrow R(N(0, V)) + o_p(1) \\
= N(0, RVR) \\
= N(0, \Sigma_x).
\]

Now we note that \( \hat{\Omega} \) is a consistent estimator of \( \Omega \), the proof of it follows from the results of Amemiya (1971) for the parametric model. Thus the asymptotic distribution of \( D(N) \left( \hat{\delta}(x) - \delta(x) \right) \) is the same as that of \( D(N) \left( d(x) - \delta(x) \right) \).
References


Table 1 - Linear Technology ($\gamma = 0$) - Estimates of $m$

<table>
<thead>
<tr>
<th></th>
<th>$T = 3$</th>
<th>$\rho = 0.1$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>$m_{FGLS}$</td>
<td>0.02461</td>
<td><strong>0.81206</strong></td>
<td>-0.00294</td>
<td><strong>0.263450</strong></td>
<td>0.00101</td>
<td><strong>0.152292</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{NPFGGLS}$</td>
<td>0.03227</td>
<td>1.18472</td>
<td>-0.00918</td>
<td>0.358010</td>
<td>0.02481</td>
<td>0.334819</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th>$\rho = 0.1$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>$m_{FGLS}$</td>
<td>-0.00415</td>
<td><strong>0.62618</strong></td>
<td>0.00701</td>
<td><strong>0.262428</strong></td>
<td>-0.01735</td>
<td><strong>0.12318</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{NPFGGLS}$</td>
<td>0.03685</td>
<td>1.14297</td>
<td>0.00230</td>
<td>0.580311</td>
<td>-0.01315</td>
<td>0.25352</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 3$</th>
<th>$\rho = 0.4$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>$m_{FGLS}$</td>
<td>0.09199</td>
<td><strong>1.29724</strong></td>
<td>0.02132</td>
<td><strong>0.68479</strong></td>
<td>-0.00176</td>
<td><strong>0.23748</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{NPFGGLS}$</td>
<td>0.04473</td>
<td>1.62509</td>
<td>0.02872</td>
<td>0.95959</td>
<td>0.00232</td>
<td>0.54860</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th>$\rho = 0.4$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>$m_{FGLS}$</td>
<td>-0.00965</td>
<td><strong>1.08460</strong></td>
<td>0.00787</td>
<td><strong>0.56886</strong></td>
<td>0.00764</td>
<td><strong>0.22496</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{NPFGGLS}$</td>
<td>-0.00925</td>
<td>1.62514</td>
<td>0.01551</td>
<td>0.81964</td>
<td>-0.02416</td>
<td>0.34916</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 3$</th>
<th>$\rho = 0.8$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>$m_{FGLS}$</td>
<td>-0.01835</td>
<td><strong>1.58223</strong></td>
<td>0.01502</td>
<td><strong>0.89115</strong></td>
<td>0.00918</td>
<td><strong>0.37374</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{NPFGGLS}$</td>
<td>0.01257</td>
<td>2.40996</td>
<td>0.04550</td>
<td>1.20262</td>
<td>-0.01792</td>
<td>0.53778</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th>$\rho = 0.8$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>$m_{FGLS}$</td>
<td>0.06109</td>
<td><strong>1.64919</strong></td>
<td>-0.03037</td>
<td><strong>0.76996</strong></td>
<td>0.00668</td>
<td><strong>0.28034</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{NPFGGLS}$</td>
<td>-0.01066</td>
<td>2.40569</td>
<td>-0.01820</td>
<td>1.08072</td>
<td>0.00536</td>
<td>0.44972</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2 - Linear Technology ($\gamma = 0$) - Estimates of $\beta$

<table>
<thead>
<tr>
<th></th>
<th>$T = 3$</th>
<th>$\rho = 0.1$</th>
<th></th>
<th>$T = 5$</th>
<th>$\rho = 0.1$</th>
<th></th>
<th>$T = 3$</th>
<th>$\rho = 0.4$</th>
<th></th>
<th>$T = 5$</th>
<th>$\rho = 0.4$</th>
<th></th>
<th>$T = 3$</th>
<th>$\rho = 0.8$</th>
<th></th>
<th>$T = 5$</th>
<th>$\rho = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>$\hat{\beta}_{FGLS}$</td>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td></td>
</tr>
<tr>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
</tr>
<tr>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
</tr>
<tr>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
</tr>
<tr>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
<td>$\text{Bias}$</td>
<td>$MSE$</td>
</tr>
</tbody>
</table>

- $\hat{\beta}_{FGLS}$ represents the estimates obtained from the Full Generalized Least Squares (FGLS) method.
- $\hat{\beta}_{NPFGLS}$ represents the estimates obtained from the Nonparametric Full Generalized Least Squares (NPFGLS) method.
Table 3 - Quadratic Technology ($\gamma = 2$) - Estimates of $m$

\[
\begin{array}{cccccc}
  & T = 3 & & & T = 5 & \\
  & \rho = 0.1 & \rho = 0.1 & \rho = 0.4 & \rho = 0.4 & \\
  & \rho = 0.8 & \rho = 0.8 & & & \\
 N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
  & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} \\
 \hat{m}_{\text{FGLS}} & 3.75215 & 13.95897 & 3.78125 & 14.36996 & 1.38247 & 13.83682 \\
 \hat{m}_{\text{NPFGLS}} & 1.25748 & 2.25948 & 1.01324 & 1.48749 & -0.64823 & 0.69626 \\
 T = 5 & T = 3 & & & T = 5 & \\
  & \rho = 0.4 & \rho = 0.4 & & & \\
  & \rho = 0.8 & \rho = 0.8 & & & \\
 N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
  & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} \\
 \hat{m}_{\text{FGLS}} & 3.19402 & 11.45857 & 3.21542 & 11.81433 & 3.27112 & 11.80253 \\
 \hat{m}_{\text{NPFGLS}} & 0.60992 & 1.52437 & 0.45886 & 0.80338 & 0.32932 & 0.42009 \\
 T = 3 & T = 5 & & & T = 3 & \\
  & \rho = 0.8 & \rho = 0.8 & & & \\
  & \rho = 0.8 & \rho = 0.8 & & & \\
 N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
  & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} \\
 \hat{m}_{\text{FGLS}} & 3.21889 & 12.00314 & 3.28223 & 11.51401 & 3.30367 & 11.18568 \\
 \hat{m}_{\text{NPFGLS}} & 0.70980 & 1.92347 & 0.43402 & 0.98756 & 0.25790 & 0.41860 \\
 T = 5 & T = 3 & & & T = 5 & \\
  & \rho = 0.8 & \rho = 0.8 & & & \\
  & \rho = 0.8 & \rho = 0.8 & & & \\
 N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
  & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} & \text{Bias} & \text{MSE} \\
 \hat{m}_{\text{NPFGLS}} & 0.96821 & 2.66539 & 0.75107 & 1.43185 & 0.44664 & 0.64704 \\
 \end{array}
\]
Table 4 - Quadratic Technology ($\gamma = 2$) - Estimates of $\beta$  

<table>
<thead>
<tr>
<th>$T = 3$</th>
<th>$\rho = 0.1$</th>
<th>$T = 5$</th>
<th>$\rho = 0.1$</th>
<th>$T = 3$</th>
<th>$\rho = 0.4$</th>
<th>$T = 5$</th>
<th>$\rho = 0.4$</th>
<th>$T = 3$</th>
<th>$\rho = 0.8$</th>
<th>$T = 5$</th>
<th>$\rho = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td></td>
<td>Bias MSE</td>
<td>Bias MSE</td>
<td>Bias MSE</td>
<td></td>
<td>Bias MSE</td>
<td>Bias MSE</td>
<td>Bias MSE</td>
<td></td>
<td>Bias MSE</td>
<td>Bias MSE</td>
<td>Bias MSE</td>
</tr>
<tr>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>-0.26873 1.69491</td>
<td>-0.26373 0.85174</td>
<td>-0.36253 0.53852</td>
<td></td>
<td>0.12010 2.86717</td>
<td>-0.23052 1.61403</td>
<td>-0.51341 1.21027</td>
<td></td>
<td>-0.05755 1.43259</td>
<td>-0.30976 0.88407</td>
<td>-0.28894 0.48019</td>
</tr>
<tr>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>0.12010 2.86717</td>
<td>-0.23052 1.61403</td>
<td>-0.51341 1.21027</td>
<td></td>
<td>-0.05755 1.43259</td>
<td>-0.30976 0.88407</td>
<td>-0.28894 0.48019</td>
<td></td>
<td>0.22978 2.18748</td>
<td>-0.24992 1.28177</td>
<td>-0.54674 0.96792</td>
</tr>
<tr>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>-0.05755 1.43259</td>
<td>-0.30976 0.88407</td>
<td>-0.28894 0.48019</td>
<td></td>
<td>-0.05755 1.43259</td>
<td>-0.30976 0.88407</td>
<td>-0.28894 0.48019</td>
<td></td>
<td>0.03322 0.98089</td>
<td>-0.08389 0.51563</td>
<td>-0.12502 0.25223</td>
</tr>
<tr>
<td>$\hat{\beta}_{NPFGLS}$</td>
<td>0.09283 0.96495</td>
<td>-0.23768 0.72277</td>
<td>-0.51123 0.57375</td>
<td></td>
<td>0.09283 0.96495</td>
<td>-0.23768 0.72277</td>
<td>-0.51123 0.57375</td>
<td></td>
<td>0.03322 0.98089</td>
<td>-0.08389 0.51563</td>
<td>-0.12502 0.25223</td>
</tr>
</tbody>
</table>
### Table 5 - ($\alpha = 1$) - Half-Normal Distribution

<table>
<thead>
<tr>
<th>$\rho = 0.1$</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.6558</td>
<td>0.6297</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.6324</td>
<td>0.6163</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.4091</td>
<td>0.4185</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.4167</td>
<td>0.4268</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.4329</td>
<td>0.4382</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho = 0.4$</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.6532</td>
<td>0.7755</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.6458</td>
<td>0.7708</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.4400</td>
<td>0.4994</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.4453</td>
<td>0.5148</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.4150</td>
<td>0.5280</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho = 0.8$</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.8033</td>
<td>0.8435</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.7867</td>
<td>0.8290</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.6107</td>
<td>0.7179</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.6190</td>
<td>0.7200</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.6292</td>
<td>0.7252</td>
</tr>
</tbody>
</table>
Table 6 - (α = $\frac{1}{2}$) - Half-Normal Distribution

$\rho = 0.1$

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th></th>
<th></th>
<th>$T = 7$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.5427</td>
<td>0.5289</td>
<td>0.5933</td>
<td>0.7448</td>
<td>0.7708</td>
<td>0.7834</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.5326</td>
<td>0.5261</td>
<td>0.5950</td>
<td>0.7482</td>
<td>0.7663</td>
<td>0.7872</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.3906</td>
<td>0.2619</td>
<td>0.3477</td>
<td>0.4201</td>
<td>0.4801</td>
<td>0.5213</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.3965</td>
<td>0.2744</td>
<td>0.3633</td>
<td>0.4323</td>
<td>0.4863</td>
<td>0.5248</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.3919</td>
<td>0.2801</td>
<td>0.3581</td>
<td>0.4628</td>
<td>0.4849</td>
<td>0.5232</td>
</tr>
</tbody>
</table>

$\rho = 0.4$

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th></th>
<th></th>
<th>$T = 7$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.7703</td>
<td>0.8588</td>
<td>0.8923</td>
<td>0.8338</td>
<td>0.9168</td>
<td>0.9207</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.7686</td>
<td>0.8571</td>
<td>0.8914</td>
<td>0.8331</td>
<td>0.9278</td>
<td>0.9233</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.5253</td>
<td>0.5396</td>
<td>0.5981</td>
<td>0.5475</td>
<td>0.6373</td>
<td>0.6512</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.5299</td>
<td>0.5447</td>
<td>0.6079</td>
<td>0.5579</td>
<td>0.6355</td>
<td>0.6501</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.5352</td>
<td>0.5602</td>
<td>0.6089</td>
<td>0.5593</td>
<td>0.6245</td>
<td>0.6488</td>
</tr>
</tbody>
</table>

$\rho = 0.8$

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th></th>
<th></th>
<th>$T = 7$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.9773</td>
<td>0.9757</td>
<td>0.9799</td>
<td>0.9753</td>
<td>0.9811</td>
<td>0.9890</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.9767</td>
<td>0.9749</td>
<td>0.9795</td>
<td>0.9737</td>
<td>0.9907</td>
<td>0.9896</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.5419</td>
<td>0.6773</td>
<td>0.6947</td>
<td>0.6115</td>
<td>0.6490</td>
<td>0.6512</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.5484</td>
<td>0.6890</td>
<td>0.6975</td>
<td>0.6281</td>
<td>0.6486</td>
<td>0.6502</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.5472</td>
<td>0.6767</td>
<td>0.6940</td>
<td>0.6328</td>
<td>0.6478</td>
<td>0.6498</td>
</tr>
</tbody>
</table>
Table 7 - (α = 2) - Half-Normal Distribution

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th></th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$\rho = 0.1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{EP}$</td>
<td>0.3076</td>
<td>0.3345</td>
<td>0.3480</td>
</tr>
<tr>
<td>$T_{EP}$</td>
<td>0.3616</td>
<td>0.3956</td>
<td>0.4275</td>
</tr>
<tr>
<td>$T_{DEA-CRS}$</td>
<td>0.3440</td>
<td>0.3721</td>
<td>0.4065</td>
</tr>
<tr>
<td>$T_{DEA-NRS}$</td>
<td>0.3383</td>
<td>0.3665</td>
<td>0.3918</td>
</tr>
<tr>
<td>$T_{DEA-VRS}$</td>
<td><strong>0.4127</strong></td>
<td><strong>0.4347</strong></td>
<td><strong>0.4401</strong></td>
</tr>
<tr>
<td></td>
<td>$T = 5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho = 0.4$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{EP}$</td>
<td>0.3818</td>
<td>0.4722</td>
<td>0.6233</td>
</tr>
<tr>
<td>$T_{EP}$</td>
<td><strong>0.4885</strong></td>
<td><strong>0.5565</strong></td>
<td><strong>0.6921</strong></td>
</tr>
<tr>
<td>$T_{DEA-CRS}$</td>
<td>0.3722</td>
<td>0.4229</td>
<td>0.4637</td>
</tr>
<tr>
<td>$T_{DEA-NRS}$</td>
<td>0.3625</td>
<td>0.4142</td>
<td>0.4549</td>
</tr>
<tr>
<td>$T_{DEA-VRS}$</td>
<td>0.4675</td>
<td>0.5077</td>
<td>0.5141</td>
</tr>
<tr>
<td></td>
<td>$T = 5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho = 0.8$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{EP}$</td>
<td>0.6020</td>
<td>0.6832</td>
<td>0.6966</td>
</tr>
<tr>
<td>$T_{EP}$</td>
<td><strong>0.7181</strong></td>
<td><strong>0.7577</strong></td>
<td><strong>0.7825</strong></td>
</tr>
<tr>
<td>$T_{DEA-CRS}$</td>
<td>0.5273</td>
<td>0.5720</td>
<td>0.5992</td>
</tr>
<tr>
<td>$T_{DEA-NRS}$</td>
<td>0.5152</td>
<td>0.5476</td>
<td>0.5844</td>
</tr>
<tr>
<td>$T_{DEA-VRS}$</td>
<td>0.5980</td>
<td>0.6026</td>
<td>0.6823</td>
</tr>
</tbody>
</table>
Table 8 - ($\alpha = 1$) - Exponential Distribution

<table>
<thead>
<tr>
<th>$\rho = 0.1$</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.5666</td>
<td>0.5732</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.5548</td>
<td>0.5698</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.3598</td>
<td>0.4005</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.3642</td>
<td>0.4046</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.3313</td>
<td>0.4027</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho = 0.4$</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.8676</td>
<td>0.8718</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.8547</td>
<td>0.8717</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.5471</td>
<td>0.5500</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.5553</td>
<td>0.5603</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.5465</td>
<td>0.5646</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho = 0.8$</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.9732</td>
<td>0.9734</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.9625</td>
<td>0.9632</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.6733</td>
<td>0.7144</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.6725</td>
<td>0.7200</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.6681</td>
<td>0.7128</td>
</tr>
</tbody>
</table>
Table 9 - \( (\alpha = \frac{1}{2}) \) - Exponential Distribution

<table>
<thead>
<tr>
<th></th>
<th>( T = 5 )</th>
<th>( T = 7 )</th>
<th></th>
<th>( T = 5 )</th>
<th>( T = 7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = 0.1 )</td>
<td></td>
<td></td>
<td>( N = 10 )</td>
<td>( N = 20 )</td>
<td>( N = 50 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TEP )</td>
<td>0.6009</td>
<td>0.6133</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TEP )</td>
<td>0.5969</td>
<td>0.6088</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-CRS} )</td>
<td>0.3110</td>
<td>0.3243</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-NNS} )</td>
<td>0.3257</td>
<td>0.3407</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-VRS} )</td>
<td>0.3139</td>
<td>0.3355</td>
</tr>
<tr>
<td>( \rho = 0.4 )</td>
<td></td>
<td></td>
<td>( N = 10 )</td>
<td>( N = 20 )</td>
<td>( N = 50 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TEP )</td>
<td>0.8566</td>
<td>0.8902</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TEP )</td>
<td>0.8562</td>
<td>0.8895</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-CRS} )</td>
<td>0.4444</td>
<td>0.5278</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-NNS} )</td>
<td>0.4494</td>
<td>0.5370</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-VRS} )</td>
<td>0.4533</td>
<td>0.5519</td>
</tr>
<tr>
<td>( \rho = 0.8 )</td>
<td></td>
<td></td>
<td>( N = 10 )</td>
<td>( N = 20 )</td>
<td>( N = 50 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TEP )</td>
<td>0.9543</td>
<td>0.9830</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TEP )</td>
<td>0.9528</td>
<td>0.9823</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-CRS} )</td>
<td>0.5405</td>
<td>0.6605</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-NNS} )</td>
<td>0.5487</td>
<td>0.6594</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( TE_{DEA-VRS} )</td>
<td>0.5788</td>
<td>0.6735</td>
</tr>
</tbody>
</table>
Table 10 - \((\alpha = 2)\) - Exponential Distribution

\[
\begin{array}{cccccc}
\hline
\text{ } & \multicolumn{3}{c}{T = 5} & \multicolumn{3}{c}{T = 7} \\
\text{ } & N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
\hline
TE_p & 0.2435 & 0.2800 & 0.2918 & 0.2412 & 0.5105 & 0.6214 \\
TE_{NP} & 0.2868 & 0.3428 & 0.3650 & \mathbf{0.2855} & \mathbf{0.5539} & \mathbf{0.6521} \\
TE_{DEA-CRS} & 0.2459 & 0.3277 & 0.3447 & 0.3136 & 0.4485 & 0.4821 \\
TE_{DEA-NRS} & 0.2394 & 0.3177 & 0.3371 & 0.2975 & 0.4421 & 0.4800 \\
TE_{DEA-VRS} & \mathbf{0.2929} & \mathbf{0.3531} & \mathbf{0.3609} & 0.3735 & 0.4952 & 0.5014 \\
\hline
\end{array}
\]

\[
\begin{array}{cccccc}
\hline
\text{ } & \multicolumn{3}{c}{T = 5} & \multicolumn{3}{c}{T = 7} \\
\text{ } & N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
\hline
TE_p & 0.4316 & 0.4500 & 0.5781 & 0.3518 & 0.6269 & 0.7105 \\
TE_{NP} & \mathbf{0.5447} & \mathbf{0.5461} & \mathbf{0.6522} & \mathbf{0.4193} & \mathbf{0.6808} & \mathbf{0.7521} \\
TE_{DEA-CRS} & 0.3935 & 0.4356 & 0.4435 & 0.4160 & 0.5563 & 0.5744 \\
TE_{DEA-NRS} & 0.3766 & 0.4255 & 0.4301 & 0.3938 & 0.5423 & 0.5698 \\
TE_{DEA-VRS} & 0.4515 & 0.5088 & 0.5196 & 0.4530 & 0.6145 & 0.6345 \\
\hline
\end{array}
\]

\[
\begin{array}{cccccc}
\hline
\text{ } & \multicolumn{3}{c}{T = 5} & \multicolumn{3}{c}{T = 7} \\
\text{ } & N = 10 & N = 20 & N = 50 & N = 10 & N = 20 & N = 50 \\
\hline
TE_p & 0.6263 & 0.7106 & 0.7500 & 0.7349 & 0.8945 & 0.9314 \\
TE_{NP} & \mathbf{0.7087} & \mathbf{0.8118} & \mathbf{0.8243} & \mathbf{0.7823} & \mathbf{0.9217} & \mathbf{0.9641} \\
TE_{DEA-CRS} & 0.4862 & 0.5353 & 0.5614 & 0.5647 & 0.6306 & 0.6791 \\
TE_{DEA-NRS} & 0.4791 & 0.5259 & 0.5478 & 0.5482 & 0.6187 & 0.6682 \\
TE_{DEA-VRS} & 0.5878 & 0.6287 & 0.6975 & 0.6686 & 0.7402 & 0.7716 \\
\hline
\end{array}
\]
Table 11 - ($\alpha = 1$) - Gamma Distribution

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.5784</td>
<td>0.6088</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.5592</td>
<td>0.6018</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.4050</td>
<td>0.4132</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.4115</td>
<td>0.4279</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.3898</td>
<td>0.4172</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.7488</td>
<td>0.7912</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.7437</td>
<td>0.7908</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.3970</td>
<td>0.4212</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.3980</td>
<td>0.4212</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.4004</td>
<td>0.4992</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T = 5$</th>
<th>$T = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.9754</td>
<td>0.9776</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.9653</td>
<td>0.9679</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.6120</td>
<td>0.6212</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.6128</td>
<td>0.6258</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.6241</td>
<td>0.6421</td>
</tr>
</tbody>
</table>
Table 12 - $(\alpha = \frac{1}{2})$ - Gamma Distribution

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0.1$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 5$</td>
<td>$T = 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.2934</td>
<td>0.6117</td>
<td>0.6762</td>
<td>0.5616</td>
<td>0.6437</td>
<td>0.7109</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.2901</td>
<td>0.6092</td>
<td>0.6567</td>
<td>0.5597</td>
<td>0.6405</td>
<td>0.7122</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.1889</td>
<td>0.3233</td>
<td>0.4166</td>
<td>0.3372</td>
<td>0.3511</td>
<td>0.3755</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.2000</td>
<td>0.3226</td>
<td>0.4217</td>
<td>0.3502</td>
<td>0.3554</td>
<td>0.3787</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.1946</td>
<td>0.3514</td>
<td>0.4480</td>
<td>0.3663</td>
<td>0.3467</td>
<td>0.3689</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0.4$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 5$</td>
<td>$T = 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.6807</td>
<td>0.8698</td>
<td>0.9101</td>
<td>0.8606</td>
<td>0.9114</td>
<td>0.9222</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.6741</td>
<td>0.8689</td>
<td>0.9078</td>
<td>0.8604</td>
<td>0.9109</td>
<td>0.9228</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.4021</td>
<td>0.4133</td>
<td>0.4880</td>
<td>0.5041</td>
<td>0.5123</td>
<td>0.5244</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.4032</td>
<td>0.4137</td>
<td>0.4880</td>
<td>0.5089</td>
<td>0.5178</td>
<td>0.5268</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.3912</td>
<td>0.4005</td>
<td>0.4198</td>
<td>0.5011</td>
<td>0.5089</td>
<td>0.5189</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0.8$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 5$</td>
<td>$T = 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.9787</td>
<td>0.9804</td>
<td>0.9851</td>
<td>0.9804</td>
<td>0.9850</td>
<td>0.9861</td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.9776</td>
<td>0.9704</td>
<td>0.9802</td>
<td>0.9794</td>
<td>0.9838</td>
<td>0.9882</td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.6521</td>
<td>0.6711</td>
<td>0.6921</td>
<td>0.7120</td>
<td>0.7210</td>
<td>0.7318</td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.6514</td>
<td>0.6741</td>
<td>0.6974</td>
<td>0.7141</td>
<td>0.7211</td>
<td>0.7344</td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.6321</td>
<td>0.6521</td>
<td>0.6751</td>
<td>0.7021</td>
<td>0.7052</td>
<td>0.7177</td>
</tr>
</tbody>
</table>
Table 13 - ($\alpha = 2$) - Gamma Distribution

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0.1$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 5$</td>
<td>$T = 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.1836</td>
<td>0.2939</td>
<td>0.3256</td>
<td>0.4081</td>
<td>0.4835</td>
<td>0.5546</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td>0.2505</td>
<td>0.3527</td>
<td>0.4157</td>
<td>0.4634</td>
<td>0.5321</td>
<td>0.5988</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.2227</td>
<td>0.3297</td>
<td>0.3354</td>
<td>0.4211</td>
<td>0.4241</td>
<td>0.4320</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.2096</td>
<td>0.3224</td>
<td>0.3325</td>
<td>0.4086</td>
<td>0.4091</td>
<td>0.4109</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td><strong>0.2766</strong></td>
<td><strong>0.3645</strong></td>
<td><strong>0.3741</strong></td>
<td>0.4471</td>
<td>0.4777</td>
<td>0.4977</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0.4$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 5$</td>
<td>$T = 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.4151</td>
<td>0.4907</td>
<td>0.5765</td>
<td>0.6330</td>
<td>0.6396</td>
<td>0.6522</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td><strong>0.5189</strong></td>
<td><strong>0.5775</strong></td>
<td><strong>0.6450</strong></td>
<td><strong>0.6924</strong></td>
<td><strong>0.7003</strong></td>
<td><strong>0.7249</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.3174</td>
<td>0.3205</td>
<td>0.3648</td>
<td>0.3789</td>
<td>0.4790</td>
<td>0.5000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.3152</td>
<td>0.3127</td>
<td>0.3572</td>
<td>0.3651</td>
<td>0.4629</td>
<td>0.4973</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.3573</td>
<td>0.3814</td>
<td>0.4246</td>
<td>0.4210</td>
<td>0.5074</td>
<td>0.5318</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 0.8$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 5$</td>
<td>$T = 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td>$N = 10$</td>
<td>$N = 20$</td>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_P$</td>
<td>0.6459</td>
<td>0.6702</td>
<td>0.7566</td>
<td>0.8239</td>
<td>0.8300</td>
<td>0.8865</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{NP}$</td>
<td><strong>0.7553</strong></td>
<td><strong>0.7610</strong></td>
<td><strong>0.8195</strong></td>
<td><strong>0.8657</strong></td>
<td><strong>0.8687</strong></td>
<td><strong>0.8978</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-CRS}$</td>
<td>0.4121</td>
<td>0.4409</td>
<td>0.3597</td>
<td>0.5256</td>
<td>0.7309</td>
<td>0.7416</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-NRS}$</td>
<td>0.4112</td>
<td>0.4377</td>
<td>0.3505</td>
<td>0.5123</td>
<td>0.7245</td>
<td>0.7349</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TE_{DEA-VRS}$</td>
<td>0.4154</td>
<td>0.4165</td>
<td>0.3301</td>
<td>0.6100</td>
<td>0.7411</td>
<td>0.7488</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 14 - Efficiency Values

<table>
<thead>
<tr>
<th>Country</th>
<th>$P$</th>
<th>$NP$</th>
<th>$P-CRS$</th>
<th>$NP-CRS$</th>
<th>DEA-CRS</th>
<th>DEA-NRS</th>
<th>DEA-VRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUSTRALIA</td>
<td>0.56</td>
<td>0.47</td>
<td>0.81</td>
<td>0.81</td>
<td>0.88</td>
<td>0.88</td>
<td>0.91</td>
</tr>
<tr>
<td>AUSTRIA</td>
<td>0.70</td>
<td>0.45</td>
<td>0.74</td>
<td>0.72</td>
<td>0.75</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>BELGIUM</td>
<td>0.72</td>
<td>0.45</td>
<td>0.79</td>
<td>0.80</td>
<td>0.85</td>
<td>0.85</td>
<td>0.94</td>
</tr>
<tr>
<td>CANADA</td>
<td>0.47</td>
<td>0.54</td>
<td>0.86</td>
<td>0.86</td>
<td>0.90</td>
<td>0.90</td>
<td>0.93</td>
</tr>
<tr>
<td>DENMARK</td>
<td>0.74</td>
<td>0.50</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.85</td>
</tr>
<tr>
<td>FINLAND</td>
<td>0.73</td>
<td>0.46</td>
<td>0.63</td>
<td>0.58</td>
<td>0.73</td>
<td>0.73</td>
<td>0.86</td>
</tr>
<tr>
<td>FRANCE</td>
<td>0.31</td>
<td>0.52</td>
<td>0.81</td>
<td>0.82</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>GERMANY, W</td>
<td>0.25</td>
<td>0.40</td>
<td>0.66</td>
<td>0.58</td>
<td>0.84</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>GREECE</td>
<td>0.50</td>
<td>0.35</td>
<td>0.57</td>
<td>0.55</td>
<td>0.61</td>
<td>0.61</td>
<td>0.66</td>
</tr>
<tr>
<td>IRELAND</td>
<td>1.00</td>
<td>1.00</td>
<td>0.70</td>
<td>0.70</td>
<td>0.76</td>
<td>0.76</td>
<td>1.00</td>
</tr>
<tr>
<td>ITALY</td>
<td>0.34</td>
<td>0.56</td>
<td>0.82</td>
<td>0.82</td>
<td>0.86</td>
<td>0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>JAPAN</td>
<td>0.13</td>
<td>0.39</td>
<td>0.55</td>
<td>0.55</td>
<td>0.60</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>NORWAY</td>
<td>0.89</td>
<td>0.56</td>
<td>0.59</td>
<td>0.59</td>
<td>0.83</td>
<td>0.83</td>
<td>1.00</td>
</tr>
<tr>
<td>SPAIN</td>
<td>0.37</td>
<td>0.46</td>
<td>0.75</td>
<td>0.75</td>
<td>0.84</td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td>SWEDEN</td>
<td>0.68</td>
<td>0.44</td>
<td>0.79</td>
<td>0.79</td>
<td>0.80</td>
<td>0.80</td>
<td>0.89</td>
</tr>
<tr>
<td>U.K.</td>
<td>0.30</td>
<td>0.61</td>
<td>0.85</td>
<td>0.85</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>U.S.A.</td>
<td>0.19</td>
<td>0.71</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>0.52</strong></td>
<td><strong>0.52</strong></td>
<td><strong>0.75</strong></td>
<td><strong>0.73</strong></td>
<td><strong>0.81</strong></td>
<td><strong>0.81</strong></td>
<td><strong>0.88</strong></td>
</tr>
</tbody>
</table>
Table 15 - Rankings from Efficiency Scores

<table>
<thead>
<tr>
<th>Country</th>
<th>$P$</th>
<th>$NP$</th>
<th>$P-CRS$</th>
<th>$NP-CRS$</th>
<th>$DEA-CRS$</th>
<th>$DEA-NRS$</th>
<th>$DEA-VRS$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUSTRALIA</td>
<td>8</td>
<td>9</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>AUSTRIA</td>
<td>6</td>
<td>13</td>
<td>10</td>
<td>10</td>
<td>13</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>BELGIUM</td>
<td>5</td>
<td>12</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>CANADA</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>DENMARK</td>
<td>3</td>
<td>8</td>
<td>12</td>
<td>11</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>FINLAND</td>
<td>4</td>
<td>11</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>FRANCE</td>
<td>13</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>GERMANY, W</td>
<td>15</td>
<td>15</td>
<td>14</td>
<td>15</td>
<td>8</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>GREECE</td>
<td>9</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>IRELAND</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>ITALY</td>
<td>12</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>JAPAN</td>
<td>17</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>NORWAY</td>
<td>2</td>
<td>4</td>
<td>13</td>
<td>13</td>
<td>10</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>SPAIN</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>SWEDEN</td>
<td>7</td>
<td>14</td>
<td>8</td>
<td>8</td>
<td>11</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>U.K.</td>
<td>14</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>U.S.A.</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
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1983 DEA-CRS Production Frontier (In Ten-Thousands)